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Abstract

We study the upwind finite volume scheme on a general mesh for the initial and boundary-value problem associated with a linear transport equation. For any BV initial and boundary data we prove the (optimal) convergence rate 1/2 in the \(L^1\)-norm. Compared to previous works, our main contribution is to take into account the boundary data and to relax some regularity assumptions on the velocity field.

As an intermediate result, we also provide a complete proof of the BV regularity of weak solutions of such a general transport problem.

1 Introduction

1.1 Framework and main result

This paper is a contribution to the analysis of the upwind finite volume scheme for the approximation of weak solutions of the following linear transport problem

\[
\begin{cases}
\partial_t u(t,x) + v(t,x) \cdot \nabla_x u(t,x) = 0, & t \in (0,T), \quad x \in \Omega, \\
u(0,x) = u^0(x), & x \in \Omega, \\
u(t,x) = u_b(t,x), & t \in (0,T), \quad x \in \Gamma, \quad \text{where} \quad v(t,x) \cdot n(x) < 0.
\end{cases}
\]

The final time \(T > 0\), the velocity field \(v\), the initial data \(u^0\) and the (inflow) boundary data \(u_b\) are given. The domain \(\Omega \subset \mathbb{R}^d\) is assumed to be bounded and at least of class \(C^3\); its boundary is denoted by \(\Gamma = \partial \Omega\) and \(n\) is the outward unit normal. We shall use the following notations

\[\Omega^T := (0,T) \times \Omega, \quad \Gamma^T := (0,T) \times \Gamma.\]

We present in details the upwind finite volume scheme for this problem in Section 3. At that stage, we only point out that the convergence analysis for this problem has already been done in [Boy11] under general assumptions, whereas an error estimate was obtained for instance in [MV07] in the case where the problem is posed in the whole space \(\Omega = \mathbb{R}^d\) (that is without boundary data) and for a Lipshitz continuous advection field \(v\). In this work, we would like to prove the same kind of error estimates as in [MV07] but for the full problem \([1]\) taking into account the boundary data. Moreover, our assumptions on the velocity field are weaker than the one in [MV07] since we allow time discontinuities for \(v\).

Let us remark, in this introduction, that the presence of a boundary data really makes the structure of the solution \(u\) more complicated so that the error analysis is not a straightforward extension of previous works, even though our proof is strongly inspired by the one in [MV07].
• First, even if $u^0$ and $u_b$ are smooth and compatible at time $t = 0$, this regularity is not inherited at all times.

As an example let us consider $\Omega = (0, +\infty) \subset \mathbb{R}$, $u_b = 0$ and $u^0 \in C^\infty(\Omega)$ compactly supported in $\Omega$. Let $a > 0$ such that $u^0(a) \neq 0$. We take $v$ that depends only on time as follows $v(t) = 2(t - a)/a$.

For $0 < t < a$, we have $v(t) < 0$, and thus there is no inflow boundary. The exact solution is thus given by

$$u(t, x) = u^0 \left( x - \int_0^t v(s)ds \right) = u^0(x + 2t - t^2/a),$$

and in particular, at time $t = a$, we have $u(a, 0) = u^0(a) \neq 0$. At time $t = a$, the velocity field $v$ changes it sign and thus the inflow boundary data has to be taken into account. The solution becomes

$$u(t, x) = u^0(x + 2t - t^2/a)1_{\{x > 2t - t^2/a - a\}},$$

and it is clear that it is no more continuous in space for any time $t > a$. The solution is not smooth anymore and thus, even if one regularize the data by any convolution process, we cannot expect that the associated exact solution of (1) for those regularized data will be smooth. Observe that the regularity of $v$ is not important in this behavior but only the fact that the inflow/outflow parts of the boundary may depend on time.

Actually, the suitable assumption we shall need in our analysis is the fact that the inflow part of the boundary is of finite perimeter (see (7)).

• Observe that, even though the solution clearly do not depend on the values of $u_b$ outside the inflow part of the boundary, we will require in assumption (3) some regularity of $u_b$ on the whole boundary $\Gamma^T$. If one is only given the values of $u_b$ on the inflow part of the boundary, this amounts to require that there exists some extension of this data on the whole boundary $\Gamma^T$ that satisfies (3).

It seems that this assumption is necessary to guarantee that the solution $u$ of the transport problem has bounded variations as illustrated in Remark 2.7 given in the sequel.

• Provided that (3) and suitable assumptions on $v$ (weaker than the ones we need for the error analysis) hold, we can prove that the solution $u$ of (1) has bounded variations. This BV regularity result for the initial- and boundary-value transport problem does not seem to be available in the literature in the form we need. This property, that has some interest by itself, is thus proved in an independent Section 7.

Let us now state the regularity assumptions we need on the data to perform the error analysis:

$$u^0 \in BV(\Omega) \cap L^\infty(\Omega),$$

$$u_b \in BV(\Gamma^T) \cap L^\infty(\Gamma^T),$$

$$\text{div } v = 0, \text{ in } \Omega^T,$$

$$v \in BV(\Omega^T) \cap L^\infty(\Omega^T),$$

$$L_v := \|\nabla_x v\|_{L^\infty(\Omega^T)} < +\infty.$$  

The last assumption says that $v$ is Lipschitz-continuous in space, uniformly in time, but we allow time discontinuities for $v$.

Roughly speaking, if $u_{\Delta x}$ is the approximate solution given by the upwind finite volume scheme, our main result will be the following.

**Theorem.** Assume that the data and the mesh satisfy suitable regularity assumptions and that the time step fulfills a strong CFL condition, then we have the estimate

$$\|u - u_{\Delta x}\|_{L^\infty(0,T; L^1(\Omega))} + \int_{\Gamma_T} |u - u_{\Delta x}|d\sigma dt \leq C\sqrt{\Delta x}.$$

The precise statement is given in Theorem 4.1, where the hypothesis are described and discussed and the trace terms are suitably defined.
1.2 State of the art

The estimation of the order of convergence for the linear transport equation on a general mesh has a long history, going back to Kuznetsov in the 70’s. Let us briefly describe some of the existing bibliography. We restrict our attention to results on the linear transport equation or involving a boundary data, discretized with a finite volume method. A wider bibliography extended to nonlinear conservation laws or other numerical methods can be found in those papers.

- **Advection equation with Lipschitz continuous velocity field on** \( \mathbb{R}^d \). When the initial data (and hence the exact solution) is smooth and when the mesh is cartesian, the Lax–Wendroff theorem yields the convergence at order 1 of the scheme. On noncartesian grids, the Lax–Wendroff theorem does not apply because first, the scheme is not consistent in the finite difference sense and second, no uniform BV bound holds in general (see the counterexample of Després [Des04a]).

  However a 1/2 convergence rate can be proved in various norms and for different regularity assumptions on the data. This was proven in the pioneering work [Kuz76] on cartesian meshes, in [VV03] for Friedrichs systems, in [Des04b, Des04a] for constant velocity fields, and in [MV07, Mer08] for space and time Lipschitz continuous velocity fields. Using a probabilistic interpretation of the scheme, similar results are obtained in [DLI11] for time independent but non divergence free velocity fields.

  Let us underline that, on unstructured grids, the order 1/2 is optimal even though the initial data is smooth, see the example of Peterson [Pet91].

  In some cases, the first order convergence can be recovered with additional hypothesis on the mesh, see [BGP05]. We will not tackle this problem here and will focus on the case of general meshes and BV data.

- **Advection equation with Lipschitz continuous velocity field on a bounded domain.** To our knowledge, this work is the first to give the optimal order 1/2 on the bounded domain and general data. The influence of the boundary is studied in [CVV00] for Friedrichs system, but the solution is assumed to be smooth. In [CH99] and [Vig96] orders of convergence are proven in the framework of scalar conservation laws; the nonlinearity of the flux introduces many difficulties and the best convergence rate obtained so far is 1/4.

  Moreover, the fact that the exact solution has total bounded variation is quite hard to obtain. In the case of a homogenous boundary condition (i.e. \( u_b = 0 \)), it is proven in [BIRN79], but the extension to non-homogenous Dirichlet condition is quite difficult, as underlined in [CR15], and requires regularity on \( u_b \) and some compatibility conditions, see [CH15, Theorem 2.7]. In the case of the linear transport equation we are able to give a simpler and more general proof, see Section 7 of the present paper.

- **Less regular velocity field.** When the velocity field \( v \) is not Lipschitz continuous, the exact solution cannot be obtained by the method of characteristics and it is necessary to build a new framework in which (1) is well-posed. Within the theory of DiPerna-Lions, the convergence of the scheme (with no evaluation of the order of convergence) is proved in [Boy11].

  When \( v \) is one-sided Lipschitz continuous, an optimal order of convergence has recently been obtained in [DLV16] on Cartesian meshes. Those cases are beyond the scope of this paper.

In this historical landscape, our work is the closest to [MV07] since we extend their result to the case where a boundary data has to be taken into account. We actually follow the sketch of their proof. However, due to the influence of the boundary that complicates the structure of the solution, this extension is not straightforward. In particular we propose a new way to regularize the exact solution that is adapted to the treatment of boundary terms and which, additionally, requires less regularity on the vector field \( v \). We will enlighten throughout the paper the key differences and novelties compared to this reference.

The paper is organized as follows. We continue this introduction with some notation and some useful results on BV functions. In section 2 we expose some results on the exact solution of (1). Some of them are well known (weak formulation, renormalisation properties) and other are new (Lipschitz continuity of the solution in the normal direction near the boundary, see Proposition 2.4). The upwind scheme and the assumptions on the mesh are presented in Section 3. Our main result, Theorem 4.1, is stated in section 4 together with
the intermediate results that we need during its proof. The results concerning the regularization by a space
convolution of the exact solution are gathered in Section 4. Section 5 is devoted to some estimates related to the
properties of the discretization method. The curved boundary and the low regularity in time of the considered
functions complicate the analysis. Eventually, in Section 6 (that can be read somehow independently) we
propose a proof of the BV regularity property stated in Theorem 2.5 and that we use all along the paper.

1.3 Notation and useful results

Averages and measures In the sequel, if \((X, \mu)\) is any measurable set with \(\mu(X) < +\infty\) and if \(\Phi\) belongs
to \(L^1(X, \mu)\), we denote by
\[
\int_X \Phi \, d\mu := \frac{1}{\mu(X)} \int_X \Phi \, d\mu
\]
the average of \(\Phi\) over \(X\).

We shall use the notation \(\mathcal{H}_{d-1}\) for the \((d - 1)\)-dimensional Hausdorff measure.

BV functions The natural regularity class we shall deal with in this paper is the one of bounded variation
functions. Let us recall the main definitions and properties that we need and that one can find, for instance,
in [AFP00].

A function \(f \in L^1(U)\) defined on an open set \(U\) of \(\mathbb{R}^N\) is said to be of bounded variations if and only if
\[
TV_U(f) := \sup \left\{ \int_U f \text{div} \Phi \, dx, \text{ for } \Phi \in C_0^\infty(U, \mathbb{R}^N), \|\Phi\|_{L^\infty(U)} \leq 1 \right\} < +\infty.
\]
The space of such functions is denoted by \(BV(U)\) and is equipped with the following norm
\[
\|f\|_{BV(U)} := \|f\|_{L^1(U)} + TV_U(f).
\]
Observe that the total variation is semi-continuous in the following sense: for any \(f \in L^1(U)\) and \((f_n)_n \subset L^1(U)\)
we have
\[
\|f_n - f\|_{L^1(U)} \longrightarrow n \quad \implies \quad TV_U(f) \leq \liminf_{n \to \infty} TV_U(f_n). \tag{5}
\]
We note that \(W^{1,1}(U) \subset BV(U)\) and that for such functions, we have \(TV_U(f) = \|\nabla f\|_{L^1(U)}\). Moreover, the
set \(C^\infty(\overline{U})\) is weakly dense in \(BV(U)\) in the following sense
\[
\text{For any } f \in BV(U), \text{ there exists a sequence } (f_n)_n \subset C_0^\infty(\overline{U}) \text{ such that}
\|f_n - f\|_{L^1(U)} \longrightarrow n \quad \text{and} \quad TV_U(f_n) = \|\nabla f_n\|_{L^1(U)} \longrightarrow TV_U(f). \tag{6}
\]
Moreover, if \(f \in BV(U) \cap L^\infty(U)\), then the sequence \((f_n)_n\) can be chosen to satisfy \(\|f_n\|_{L^\infty(U)} \leq 2\|f\|_{L^\infty(U)}\).

The trace operator \(\gamma_{\partial U} : f \in C^\infty(\overline{U}) \mapsto f|_{\partial U} \in L^1(U)\) can be continuously extended to \(BV(U)\) in the
following sense: for any \(f \in BV(U)\) and \((f_n)_n \subset BV(U)\), we have
\[
\|f_n - f\|_{L^1(U)} + |TV_U(f_n) - TV_U(f)| \longrightarrow n \quad \implies \quad \|\gamma_{\partial U} f_n - \gamma_{\partial U} f\|_{L^1(\partial U)} \longrightarrow 0.
\]
One can naturally extend all the previous definitions and properties to define the space \(BV\) on smooth manifolds
such as \(\Gamma^T = (0, T) \times \Gamma\).

We shall need at some point the following property that can be easily obtained for smooth functions and
then by a density argument.

Lemma 1.1. For any \(R > 0, h > 0\), we set \(K = (-R, R)^{d-1} \times [0, h]\), \(L = (-R, R)^{d-1} \times (-h, 0]\), and
\(\sigma = (-R, R)^{d-1} \times \{0\}\). We have
\[
R^{d-1} \left| \int_K f \, dx - \int_L f \, dx \right| \leq TV_{K \cup L}(f), \quad \forall f \in BV(K \cup L),
\]
and
\[
R^{d-1} \left| \int_K f \, dx - \int_\sigma \gamma_\sigma f \, d\sigma \right| \leq TV_K(f), \quad \forall f \in BV(K).
\]
Level sets of BV functions, sets of finite perimeter

We say that a subset \( E \) of \( \Omega \) has a finite perimeter if

\[
\text{Per}_\Omega(E) := TV_\Omega(\mathbf{1}_E) < +\infty.
\]

The main property we will use is that the level sets of a BV function are of finite perimeter and we can relate the function to its level sets through the following construction: for any \( f \in \text{BV}(\Omega) \) and any \( \eta \in \mathbb{R} \) we define

\[
\chi^\eta_f = \begin{cases} 
1_{\{f > \eta\}}, & \text{if } \eta > 0, \\
-1_{\{f < \eta\}}, & \text{if } \eta < 0, \\
0, & \text{if } \eta = 0,
\end{cases}
\]

and the following result holds.

**Theorem 1.2.** With the previous notation, for any \( f \in \text{BV}(\Omega) \) we have:

1. If \( f \in L^\infty(\Omega) \), then \( \chi^\eta_f = 0 \) for any \( \eta \) such that \( |\eta| > \|f\|_{L^\infty(\Omega)} \).
2. The Fubini theorem gives that

\[
f = \int_{\mathbb{R}} \chi^\eta_f \, d\eta \quad \text{in } L^1(\Omega), \quad \text{and} \quad \|f\|_{L^1(\Omega)} = \int_{\mathbb{R}} \|\chi^\eta_f\|_{L^1(\Omega)} \, d\eta.
\]
3. Co-area formula: the total variation of \( f \) can be expressed as follows

\[
\text{TV}_\Omega(f) = \int_{\mathbb{R}} \text{TV}_\Omega(\chi^\eta_f) \, d\eta = \int_{\mathbb{R}} \text{Per}_\Omega(\{f > \eta\}) \, d\eta.
\]

We shall use similar notation and results when \( \Omega \) is replaced by \( \Omega^T \) or by the manifold \( \Gamma^T \).

Normal and tangential coordinates

Since \( \Omega \) is assumed to be a bounded \( C^3 \) domain of \( \mathbb{R}^d \), we can use the following notations and results (see for instance [Boy05, BF13]).

For any \( \xi > 0 \), we introduce the sets (see Figure 1)

\[
\Omega_\xi := \{x \in \Omega, \ d(x, \Gamma) < \xi\}, \quad \text{and} \quad \Gamma_\xi := \{x \in \Omega, \ d(x, \Gamma) = \xi\}.
\]

There exists a \( \xi_0 > 0 \) such that, on \( \overline{\Omega_{\xi_0}} \), the distance map \( d(., \Gamma) \) is smooth, and the orthogonal projection \( P_\Gamma \) onto \( \Gamma \) is well-defined and smooth. We recall that \( P_\Gamma(x) \) is the unique point in \( \Gamma \) such that \( d(x, \Gamma) = d(x, P_\Gamma x) \).

For any \( x \in \Omega_{\xi_0} \), we can set \( n(x) = -\nabla d(x, \Gamma) \) so that we have extended the outward unit normal to a smooth vector field on \( \overline{\Omega_{\xi_0}} \). We will additionally extend \( n \) to the whole domain \( \Omega \) in such a way that \( n \) is smooth and \( \|n\|_{L^\infty(\Omega^T)} \leq 1 \).

One can easily check the properties

\[
n(x) = n(P_\Gamma(x)), \quad \text{and} \quad x = P_\Gamma(x) - d(x, \Gamma)n(P_\Gamma(x)), \quad \forall x \in \Omega_{\xi_0},
\]

so that, the following map is a diffeomorphism

\[
(s, \bar{x}) \in [0, \xi_0] \times \Gamma \mapsto \bar{x} - s n(\bar{x}) \in \overline{\Omega_{\xi_0}}.
\]

With those notations we can use normal and tangential coordinates to make computations near the boundary of \( \Omega \). More precisely, there exists a smooth function \( J : [0, \xi_0] \times \Gamma \to \mathbb{R} \), depending on the geometry of the manifold \( \Gamma \), such that \( J(0, \bar{x}) = 1 \) for any \( \bar{x} \in \Gamma \), \( \inf_{[0, \xi_0] \times \Gamma} J > 0 \) and such that the following change of variable formulas hold

\[
\begin{aligned}
\int_{\Gamma_\xi} f(x) \, d\sigma(x) = \int_{\Gamma} f(\bar{x} - \xi n(\bar{x})) J(\xi, \bar{x}) \, d\sigma(\bar{x}), \quad \forall \xi \in [0, \xi_0], \\
\int_{\Omega_\xi} f(x) \, dx = \int_0^\xi \int_{\Gamma} f(\bar{x} - \xi n(\bar{x})) J(s, \bar{x}) \, d\sigma(\bar{x}) \, ds, \quad \forall \xi \in [0, \xi_0].
\end{aligned}
\]
2 Weak solutions of the transport problem

We gather here some results and notation concerning weak solutions of the initial and boundary problem for the transport equation (1).

In this work, we assume that the velocity field $v$ is bounded and Lipschitz continuous in space, see (4). Therefore, we may try to solve (1) by the method of characteristics that we recall here. We define by $X$ the flow associated with $v$ (or, more precisely, any smooth extension of $v$ the whole space) as the solution of the following Cauchy problem

$$\begin{cases}
\partial_t X(t; t_0, x_0) = v(t, X(t; t_0, x_0)), \\
X(t_0; t_0, x_0) = x_0.
\end{cases}$$

A simple computation shows that any (smooth enough) solution of (1) is constant along any portion of the characteristics curves that is included in $\Omega$. If $v$ is tangent to the boundary, all the characteristics are included in $\Omega$ and thus we obtain the exact formula

$$u(t, x) = u_0(X(0; t, x)), \quad \forall t \in (0, T), \forall x \in \Omega.$$  

In the case we are interested, that is when $v$ is not tangent to the boundary, we need to account for the boundary data and we obtain

$$u(t, x) = \begin{cases}
u_b(t^0(t, x), X(t^0(t, x); t, x)) & \text{if } t^0(t, x) > 0, \\
u_0(X(0; t, x)) & \text{otherwise},
\end{cases}$$  

(8)

where

$$t^0(t, x) = \sup\{s, \text{ such that } 0 \leq s \leq t, \ X(s, t, x) \in \Omega\},$$

is the time at which the backward characteristics leave the space time domain $(0, T) \times \Omega$.

As in the introduction, we clearly see again in Formula (8) that even if $u^0$ and $u_b$ are smooth, the solution $u$ may not be smooth. This is one of the reasons why we cannot reduce the analysis to smooth solutions and need to cope with weak solutions of the transport problem. Observe that we will not use the formula (8) at any point in the paper, in particular because the entering time $t^0$ is difficult to handle.

The advection field $v$ being given, we can define the inflow and outflow parts of the boundary as follows

$$\Gamma_{\text{in}}^T := \{(t, x) \in \Gamma^T, \ v(t, x) \cdot n(x) < 0\}, \text{ and } \Gamma_{\text{out}}^T := \{(t, x) \in \Gamma^T, \ v(t, x) \cdot n(x) > 0\}.$$
For our error analysis to hold, we shall need the following assumption
\[ \Gamma^T_{\text{in}} \text{ is of finite perimeter in } \Gamma^T. \] (9)

We can now state the following existence and uniqueness result for weak solutions of Problem (1). This result is valid under more general assumptions than the one we adopted in the introduction and its proof can be found in [Boy05, BF13].

**Theorem 2.1.** Assume that \( \Omega \) is a bounded Lipschitz domain and \( \mathbf{v} \in L^1(0,T; \{ W^{1,1}(\Omega) \}^d) \) with \( \text{div} \, \mathbf{v} = 0 \).

For any \( u^0 \in L^\infty(\Omega) \), \( u_b \in L^\infty(\Gamma^T) \) there exists a unique function \( u \in L^\infty(\Omega^T) \cap C^0([0,T],L^1(\Omega)) \) and a function \( \gamma u \in L^\infty(\Gamma^T) \), referred to as the trace of \( u \), which is uniquely almost everywhere on \( \Gamma^T_{\text{in}} \cup \Gamma^T_{\text{out}} \) and such that
\[ u(0,.) = u^0, \quad \text{and} \quad \gamma u = u_b, \quad \text{almost everywhere in } \Gamma^T_{\text{in}}, \]
and
\[ \int_{\Omega^T} u(\partial_t \varphi + \mathbf{v} \cdot \nabla \varphi) \, dx \, dt + \int_{\Omega} u^0 \varphi(0,.) \, dx - \int_{\Omega} u(T,.) \varphi(T,.) \, dx - \int_{\Gamma^T} (\gamma u) \varphi \cdot \mathbf{n} \, d\sigma \, dt = 0, \]
for any \( \varphi \in W^{1,1}([0,T] \times \overline{\Omega}) \).

In practice, we will often use the following formulation in which the inflow and outflow parts of the boundary are explicitly separated
\[ \int_{\Omega^T} u(\partial_t \varphi + \mathbf{v} \cdot \nabla \varphi) \, dx \, dt + \int_{\Omega} u^0 \varphi(0,.) \, dx - \int_{\Omega} u(T,.) \varphi(T,.) \, dx - \int_{\Gamma^T_{\text{in}}} u_b \varphi \mathbf{v} \cdot \mathbf{n} \, d\sigma \, dt = 0 \quad \text{for any } \varphi \in W^{1,1}([0,T] \times \overline{\Omega}). \]

In addition to the previous well-posedness result, we can also state the following renormalisation properties for the weak solutions that will be useful.

**Theorem 2.2.** Under the same assumptions as in Theorem 2.1 and for any piecewise Lipschitz continuous function \( \beta : \mathbb{R} \to \mathbb{R} \) we have that \( \beta(u) \) is the unique weak solution of (1) associated with the data \( \beta(u^0) \) and \( \beta(u_b) \). Moreover, we have the trace equality \( \gamma(\beta(u)) = \beta(\gamma u) \) almost everywhere on \( \Gamma^T_{\text{in}} \cup \Gamma^T_{\text{out}} \).

As a consequence of those properties, we deduce the following result.

**Corollary 2.3.** Under the same assumptions as in Theorem 2.1 we have that:

- Let \( E \subset \mathbb{R} \) be a set such that \( u^0 \in E \), almost everywhere in \( \Omega \), and \( u_b \in E \) almost everywhere in \( \Gamma^T_{\text{in}} \).
  Then, we have \( u \in E \) (resp. \( \gamma u \in E \)) almost everywhere in \( \Omega^T \) (resp. almost everywhere in \( \Gamma^T_{\text{out}} \)).

  In particular the maximum principle holds: \( u \) and \( \gamma u \) take their values in the interval \([u_{\text{min}}, u_{\text{max}}]\), with
\[ u_{\text{min}} := \min \left( \inf_{\Omega} u^0, \inf_{\Gamma^T} u_b \right), \quad \text{and} \quad u_{\text{max}} := \max \left( \sup_{\Omega} u^0, \sup_{\Gamma^T} u_b \right). \] (11)

- The following \( L^2 \)-energy balance equation holds
\[ \int_{\Omega} |u(T,.)|^2 \, dx + \int_{\Gamma^T_{\text{out}}} |\gamma u|^2 |\mathbf{v} \cdot \mathbf{n}| \, d\sigma \, dt = \int_{\Omega} |u^0|^2 \, dx + \int_{\Gamma^T_{\text{in}}} |u_b|^2 |\mathbf{v} \cdot \mathbf{n}| \, d\sigma \, dt. \] (12)

We also refer to [Boy05, BF13] for the proofs of such results. Notice that the same result is true if one uses the infimum and the supremum of \( u_b \) only on \( \Gamma^T_{\text{in}} \) in (11) but since this is no more the case for the approximate solution (see Proposition 2.3), we chose to use here this definition of \( u_{\text{min}} \) and \( u_{\text{max}} \).

Finally, to obtain the error estimate, we will use some regularity properties for the exact solution of our transport problem with initial and boundary data. The first needed result concerns the continuity of the solution near the boundary with respect to the normal coordinate. Such a continuity result was proved under general assumptions in [Boy05], but we shall need here a sharper estimate of the Lipschitz kind that we can state as follows.
Proposition 2.4. Assume that (2), (3) and (1) hold as well as the finite perimeter condition (9). Then there exists \( C > 0 \) such that the unique weak solution \( u \) of the transport equation (1) satisfies, for any \( 0 < \xi < \xi_\alpha \), the estimate

\[
\int_{\Gamma^T_{in}} |u_b(t, \tilde{x}) - u(t, \tilde{x} - \xi \mathbf{n}(\tilde{x}))| |v(t, \tilde{x}) \cdot \mathbf{n}(\tilde{x})| \, d\sigma(\tilde{x}) \, dt \leq C \left( \text{TV}_T(\Gamma^T_{in}) + \text{TV}_T(u_b) + \|u\|_{L^\infty(\Omega_T)} \right) \xi.
\]

Actually, we shall prove a slightly more general result in Section 5.2.

The second result we need is the estimate on the approximate solution, then we pass to the limit, in the spirit of [CH99] on the whole space \( \Omega \).

Consider now the initial data \( \mathbf{v} \) during a time interval \( \tau \). Since \( v \) is oriented in the inflow direction during a time interval \( \tau \), it is clear that \( \mathbf{v} \) satisfies (1) (at least away from infinity) and we have

\[
\Gamma^T_{in} = \bigcup_{k \geq 1} (T_k, T_k + \tau_k) \times \{0\}.
\]

Consider now the initial data \( u^0 = 0 \) and the boundary data \( u_b \) defined on \( \Gamma^T_{in} \) by

\[
u_b(t) = \begin{cases} 
(1 + (-1)^{k-1})/2, & \text{for } t \in (T_k, T_k + \tau_k), \\
0, & \text{for } t \in (T_k + \tau_k, T_k + T), \end{cases}
\]

which means that \( u_b(t) = 1 \) on \( (T_k, T_k + \tau_k) \) if \( k \) is odd, and \( u_b(t) = 0 \) otherwise. Observe that \( u_b \in \text{BV}(\Gamma^T_{in}) \) but there is no function \( \mathbf{v}_T \in \text{BV}(\Gamma^T) \) such that \( \mathbf{v}_T = u_b \) on \( \Gamma^T_{in} \).

The exact solution of the transport problem for those data can be computed explicitly, see Figure 2. To this end we set \( X_1 = 0 \) and

\[
X_k = \sum_{j=1}^{k-1} \frac{1}{2} \nu_j \tau_j, \quad \forall k \geq 2,
\]
and we define for any $x \in \mathbb{R}$,

$$U(x) = \begin{cases} 
0 & \text{for } x > 0, \\
1 & \text{for } -X_{k+1} < x < -X_k \text{ with } k \geq 1 \text{ odd}, \\
0 & \text{for } -X_{k+1} < x < -X_k \text{ with } k \geq 2 \text{ even}.
\end{cases}$$

Then, the exact solution $u$ satisfies, for any $k$ and any $x > 0$,

$$u(T^k, x) = U(x - X_k).$$

As a consequence, the total variation of $u(T^k, \cdot)$ is simply given by

$$TV\Omega(u(T^k, \cdot)) = k - 1.$$

Since $T_k \to 1$ as $k \to \infty$, we deduce that

$$\sup_{t<1} TV\Omega(u(t, \cdot)) = +\infty.$$

### 3 The upwind scheme

Let us now introduce the numerical method that we want to analyse in this paper. It is one of the most classical and simple scheme to approximate the solution of transport problem, the explicit-in-time upwind scheme.

#### 3.1 The finite volume mesh

We discretize the domain $\Omega$ with a mesh $\mathcal{T}$ made of disjoint cells (the notation for a generic cell is $K$) and such that $\bar{\Omega} = \cup_{K \in \mathcal{T}} K$. The interior cells, namely the ones such that $\mathcal{H}_{d-1}(\Gamma \cap \partial K) = 0$, are supposed to be polyhedral, the set of such cells is referred to as $\mathcal{T}^{\text{int}}$. However, since the domain $\Omega$ is not assumed to be polyhedral, we do not make such an assumption for boundary cells that may possess curved faces. The set of such boundary cells is referred to as $\mathcal{T}^{\text{ext}} = \mathcal{T} \setminus \mathcal{T}^{\text{int}}$.

For any $K \in \mathcal{T}$, $|K|$ will be its Lebesgue measure, and we shall also denote by $\partial K$ the set of its faces. A generic face in the mesh will be referred to as $\sigma$, and we set $|\sigma| = \mathcal{H}_{d-1}(\sigma)$ its area. The set of all the faces in the mesh in denoted by $\partial \mathcal{T}$; the set of the faces included in $\Gamma$ is denoted by $\partial \mathcal{T}^{\text{ext}}$, and finally $\partial \mathcal{T}^{\text{int}} = \partial \mathcal{T} \setminus \partial \mathcal{T}^{\text{ext}}$ is the set of the interior faces. The notation are illustrated on Figure 3.
The mesh size $\Delta x$ is the maximum of the diameters of the cells in the mesh. Since $\Delta x$ is meant to tend to 0, we shall additionally assume that

$$\Delta x \leq \xi \Omega^2.$$  \hfill (13)

We assume the following somehow standard regularity properties of the mesh: for any $K \in \mathcal{T}$ there exists a point $x_K \in K$ such that, for some $\alpha > 0$ we have

$$B(x_K, \alpha \diam(K)) \subset K, \ \forall K \in \mathcal{T},$$  \hfill (14)

$$\Card(\partial K) \leq \frac{1}{\alpha}, \ \forall K \in \mathcal{T},$$  \hfill (15)

$$\sum_{\sigma \in \partial K} |\sigma| \diam(K) \leq \frac{1}{\alpha} |K|, \ \forall K \in \mathcal{T}.$$  \hfill (16)

Actually, for interior cells one can prove that (16) is a consequence of assumption (14) and of the convexity property.

We shall need the following lemma which is proven for instance in [DE06, Lemma 6.3]; a more general version without the convexity hypothesis is proven in [DE09, Lemma 6.6].

Lemma 3.1. Assume that the mesh satisfies (14). Then, there exists a constant $C > 0$ depending only on $d$ and $\alpha$ such that for any $f \in H^1(\Omega)$ we have

$$\left( \int_K f \, dx - \int_{\sigma} f \, d\sigma \right)^2 \leq \frac{C \diam(K)}{|\sigma|} \int_K |\nabla f|^2 \, dx, \ \forall K \in \mathcal{T} \text{int}, \forall \sigma \in \partial K.$$  \hfill (17)

The one-dimensional version of this kind of result will also be useful and reads

$$\left| \frac{1}{b-a} \int_a^b f(t) \, dt - f(a) \right|^2 \leq |b-a| \int_a^b |f'(t)|^2 \, dt, \ \forall f \in H^1(a,b), \ \forall a < b.$$  \hfill (17)

We shall finally use the following result which can be proved exactly as in [Dro03, Lemma 7.1].
Lemma 3.2. Assume that the mesh satisfies \([14]\). Then, there exists a constant \(C > 0\) depending only on \(d\) and \(\alpha\) such that for any \(f \in W^{1,1}(\Omega)\) we have
\[
\int_K \left| f(x) - \left( \int_K f \, dy \right) \right| dx \leq C \text{diam}(K) \int_K |\nabla f| \, dx, \forall K \in \mathcal{T}^{\text{int}}.
\]

If two cells \(K\) and \(L\) share a face, we denote this face as \(K|L\), so that \(K|L \in \partial K\). To each exterior face \(\sigma \in \partial \mathcal{T}^{\text{ext}}\) we associate a virtual cell \(L \subset \overline{\Omega}\) such that we can write \(\sigma = K|L\). We denote by \(\mathcal{T}^*\) the set of all the virtual cells we just introduced, the extended mesh being \(\mathcal{T} \cup \mathcal{T}^*\). Those virtual cells are only a notation whose interest is to ease the writing of some computations but their precise shape do not enter the analysis at any point.

We denote by \(n_{KL}\) the unit vector normal to \(K|L\), oriented outward of \(K\), this is a constant vector excepted on the exterior faces that may be non-flat.

The constant time step is chosen as \(\Delta t = T/N\), for some \(N \in \mathbb{N}\) and it will be classically constrained by a CFL stability condition, see \([22]\) below. This CFL condition would not be useful if one is interested in the implicit scheme.

Additionally, in order to measure the error only with respect to the mesh size, we shall assume that
\[
\Delta t \leq \frac{1}{\alpha} \text{diam}(K), \forall K \in \mathcal{T}.
\]
where \(\alpha\) is the same parameter as in \([14]\) and can be as small as we want.

For \(n \in \mathbb{N}\) we set \(t^n = n\Delta t\), and we denote by \(K^n\) the time-space cell \(K^n = (t^n, t^{n+1}) \times K\), and similarly for the time-space faces \(K^n|L^n = (t^n, t^{n+1}) \times K|L\), \(\sigma^n = (t^n, t^{n+1}) \times \sigma\).

### 3.2 Approximation of the data

We discretize the initial and the boundary data by setting
\[
u^0_K := \int_K u^0 \, dx, \forall K \in \mathcal{T}, \quad \text{and} \quad u^0_{b,\sigma} := \iint_{\sigma^n} u_b(t, x) d\sigma(x) \, dt, \forall n < N, \forall \sigma \in \partial \mathcal{T}^{\text{ext}},
\]
and
\[
u^{\Delta x}_{\sigma} := \sum_{K \in \mathcal{T}} u^0_K \mathbf{1}_K \in L^\infty(\Omega), \quad u_{b,\Delta x} := \sum_{n < N} \sum_{\sigma \in \partial \mathcal{T}^{\text{ext}}} u^n_{b,\sigma} \mathbf{1}_{\sigma^n} \in L^\infty(\Gamma^T).
\]
We introduce the average velocity fluxes across time-space faces by setting
\[
V^n_{KL} := \iint_{K^n|L^n} \mathbf{v}(t, x) \cdot n_{KL} \, d\sigma(x) \, dt, \forall n \in \mathbb{N}, \forall K|L \in \partial \mathcal{T}.
\]
It is easily seen that
\[
V^n_{KL} = -V^n_{LK}, \text{ for any } n \in \mathbb{N} \text{ and any face } K|L \in \partial \mathcal{T}.
\]

With this definition, we can introduce for any \(n \in \mathbb{N}, K \in \mathcal{T}\), the sets
\[
K^n_+ := \{ L \in \mathcal{T} \cup \mathcal{T}^*, \text{ s.t. } K|L \in \partial \mathcal{T}, V^n_{KL} < 0 \} \quad \text{and} \quad K^n_- := \{ L \in \mathcal{T} \cup \mathcal{T}^*, \text{ s.t. } K|L \in \partial \mathcal{T}, V^n_{KL} \geq 0 \}
\]
of the inflow (resp. outflow) neighboring cells of \(K\) during the time interval \((t^n, t^{n+1})\), including the virtual cells for the boundary cells.

We will also need at some point to distinguish the inflow (resp. outflow) exterior faces so that we introduce the following notations
\[
\partial \mathcal{T}^n_+ := \{ K|L \in \partial \mathcal{T}^{\text{ext}}, V^n_{KL} < 0 \} \quad \text{and} \quad \partial \mathcal{T}^n_- := \{ K|L \in \partial \mathcal{T}^{\text{ext}}, V^n_{KL} \geq 0 \}.
\]
3.3 The upwind scheme

With the above notations, the explicit upwind scheme classically writes

$$u_{K}^{n+1} - u_{K}^{n} + \frac{\Delta t}{|K|} \sum_{L \in K^{+}_{\Delta}} |K| |L| V_{KL}^{n} u_{L}^{n} + \frac{\Delta t}{|K|} \sum_{L \in K^{-}_{\Delta}} |K| |L| V_{KL}^{n} u_{K}^{n} = 0.$$  

By the Stokes formula, the fact that \( \text{div} \ \mathbf{v} = 0 \) yields the conservativity property \( \sum_{L \in \partial K} |K| |L| V_{KL}^{n} = 0 \), or equivalently

$$\sum_{L \in K^{+}_{\Delta}} |K| |L| V_{KL}^{n} = - \sum_{L \in K^{-}_{\Delta}} |K| |L| V_{KL}^{n},$$

so that we can write the scheme as follows:

$$u_{K}^{n+1} - u_{K}^{n} + \frac{\Delta t}{|K|} \sum_{L \in K^{+}_{\Delta}} |K| |L| V_{KL}^{n} (u_{L}^{n} - u_{K}^{n}) = 0. \quad (20)$$

It remains to clarify what \( u_{L}^{n} \) is if \( L \in T^{+} \) is a virtual cell. Since the boundary condition in \( (1) \) is only imposed on the inflow part of the boundary, we naturally proceed as follows: let \( K \in T \) be the unique boundary cell in the mesh \( T \) such that \( K |L| \in \partial T^{ext} \) then the value chosen for \( u_{L}^{n} \) depends on whether the flow is, in average, entering or exiting the domain through this face

$$u_{L}^{n} = \begin{cases} u_{b,K,L}^{n} & \text{if } L \in K^{-}, \\ u_{K}^{n} & \text{if } L \in K^{+}. \end{cases} \quad (21)$$

We recall below the classical \( L^{\infty} \)-stability result for the upwind scheme. Its proof is easily seen from the Formula (20).

**Proposition 3.3.** Suppose that for some \( \lambda \) in \((0,1)\), the following strict Courant–Friedrichs–Lewy condition holds

$$\forall n \geq 0, \forall K \in T, \quad \Delta t \sum_{L \in K^{-}_{\Delta}} |K| |L| |V_{KL}^{n}| \leq (1 - \lambda) |K|. \quad (22)$$

Then the numerical solution verifies the discrete maximum principle

$$u_{\min} \leq u_{K}^{n} \leq u_{\max}, \quad \forall n \geq 0, \forall K \in T,$$

where \( u_{\min} \) and \( u_{\max} \) are defined in \((11)\).

Notice that the stability result still holds for \( \lambda = 0 \) but we will need this stronger assumption in order to take benefit of a small but positive amount of numerical dissipation of the scheme. The same assumption was made in [MV07].

Let us denote by \( u_{\Delta x} \) (resp \( \gamma u_{\Delta x} \)) the piecewise constant function on \( \Omega^{T} \) (resp. on \( \Gamma^{T} \)) associated to the scheme (20)–(21)

$$u_{\Delta x} := \sum_{n<N} \sum_{K \in T} u_{K}^{n} \mathbf{1}_{K-N} \in L^{\infty}(\Omega^{T}),$$

$$\gamma u_{\Delta x} := \sum_{n<N} \sum_{K \in T^{\gamma}} u_{b,K,L}^{n} \mathbf{1}_{K-N} \mathbf{1}_{L-N} + \sum_{n<N} \sum_{K \in T^{\gamma}} u_{b,K,L}^{n} \mathbf{1}_{K-N} \mathbf{1}_{L-N} \in L^{\infty}(\Gamma^{T}).$$

Observe that \( \gamma u_{\Delta x} \) plays the role of the trace of \( u_{\Delta x} \) and that the equality \( \gamma u_{\Delta x} = u_{b,\Delta x} \) only holds on the inflow boundary faces as expected.

In the proof of the error estimate we shall use discrete \( L^{2} \)-energy estimates that we recall below.

**Definition 3.4.** We define the total discrete \( L^{2} \)-energy balance of the scheme on the whole time interval as the quantity

$$\mathcal{E}_{\Delta x}(u_{\Delta x}, T) := \int_{\Omega} (u_{\Delta x}^{0})^{2} dx - \int_{\Omega} (u_{\Delta x}(T, .))^{2} dx - \int_{\Gamma} (\gamma u_{\Delta x})^{2}(\mathbf{v} \cdot \mathbf{n}) d\sigma dt,$$  

$$\quad (23)$$
Moreover, assuming the strict CFL condition
\[ \sum_{0 \leq n < N} |K|(u^n_{K} - u^n_{K})^2 + \sum_{0 \leq n < N} \sum_{L \in K^n} \Delta t|V^n_{KL}| |K|L|(u^n_L - u^n_K)^2. \]  

**Theorem 3.5.** The solution of the upwind scheme satisfies the following energy equality
\[ \mathcal{E}_c(u_{dx}, T) = - \sum_{0 \leq n < N} |K|(u^n_{K} + u^n_{K})^2 + \sum_{0 \leq n < N} \sum_{L \in K^n} \Delta t|V^n_{KL}| |K|L|(u^n_L - u^n_K)^2. \]  

Moreover, assuming the strict CFL condition \([22]\), we have the estimate
\[ \mathcal{D}_c(u_{dx}, T) \leq \frac{2}{\lambda} \mathcal{E}_c(u_{dx}, T). \]  

It proves in particular that \( \mathcal{E}_c(u_{dx}, T) \geq 0 \), i.e. the \( L^2 \)-stability of the scheme.

**Proof.** By definition of \( u_{dx}, \gamma u_{dx} \) and \( V_{KL}^{n} \), we easily check that
\[ \mathcal{E}_c(u_{dx}, T) = \sum_{K \in T} |K|(u^n_{K} - u^n_{K})^2 - \sum_{K \in T} |K|(u^n_{K}^2)^2 \]
\[ \quad - \sum_{0 \leq n < N} \sum_{L \in \partial T^2} \Delta t(u^n_L^2)|K|L|V^n_{KL} - \sum_{0 \leq n < N} \sum_{L \in \partial T^2} \Delta t(u^n_L^2)|K|L|V^n_{KL}. \]

The proof of \([25]\) is very classical. It is obtained by multiplying the scheme \([20]\) by \( u^n_{K} \), summing the result over \( n \) and \( K \) and finally by using conservativity properties of the numerical fluxes to reorganise the contribution of each face. This is exactly the same formula (but with slightly different notations) than the one given in \([Boy11]\) Formula (3.13). Notice however that there is a typo in the above reference where a factor \( \Delta t \) should be removed in front of the time diffusion term (the one containing \( u^n_{K} - u^n_{K} \)).

The inequality \([26]\) is proved in \([MV07]\) but without the boundary terms. We thus give a new proof here which, in particular, is much shorter than the one in the above reference.

Let us define the two non-negative terms
\[ T_1 := \sum_{0 \leq n < N} |K|(u^n_{K} - u^n_{K})^2, \quad \text{and} \quad T_2 := \sum_{0 \leq n < N} \sum_{L \in K^n} \Delta t|V^n_{KL}| |K|L|(u^n_L - u^n_K)^2, \]
so that, by definition, we have
\[ \mathcal{E}_c(u_{dx}, T) = -T_1 + T_2, \quad \text{and} \quad \mathcal{D}_c(u_{dx}, T) = T_1 + T_2. \]

We just have to prove that \( T_1 \) can be suitably controlled by \( T_2 \). To this end, for a given \( K \) and \( n \), we take the square of the formula \([20]\) defining the scheme to get
\[ (u^n_{K} - u^n_{K})^2 = \frac{\Delta t^2}{|K|^2} \left( \sum_{L \in K^n} |K|L|V^n_{KL}(u^n_L - u^n_K) \right)^2, \]
that we write in the following way
\[ (u^n_{K} - u^n_{K})^2 = \frac{\Delta t^2 \left( \sum_{L \in K^n} |K|L|V^n_{KL} \right)^2}{|K|^2} \left( \sum_{L \in K^n} \frac{|K|L|V^n_{KL}(u^n_L - u^n_K) \right)^2}{\sum_{L \in K^n} |K|L|V^n_{KL}}. \]
By definition, we have \( V_{KL}^{n} < 0 \) for any \( L \in K^n \) and we can thus use the Jensen inequality in the last factor to get
\[ (u^n_{K} - u^n_{K})^2 \leq \frac{\Delta t^2 \left( \sum_{L \in K^n} |K|L|V^n_{KL} \right)^2}{|K|^2} \left( \sum_{L \in K^n} \frac{|K|L|V^n_{KL}(u^n_L - u^n_K) \right)^2}{\sum_{L \in K^n} |K|L|V^n_{KL}}. \]
and then, by using the CFL condition (22), we obtain
\[
(u_{n+1}^K - u_n^K)^2 \leq (1 - \lambda) \frac{\Delta t |L|}{|K|} \left( \sum_{K \in \mathcal{K}^n} |K| |L| |V| L_n^K |(u_L^n - u_K^n)^2 \right).
\]  
(27)

Observe that we implicitly assumed that \( \sum_{K \in \mathcal{K}^n} |K| |L| |V| L_n^K > 0 \) in this computation, but in the case where this sum vanish we easily see that all the terms \( V_n^K \) are zero and thus \( u_{n+1}^K - u_n^K = 0 \) and finally (27) still holds.

Multiplying (27) by \( |K| \) and summing over \( n \) and \( K \) leads to the inequality
\[
T_1 \leq (1 - \lambda) T_2.
\]

We can then conclude by writing
\[
\mathcal{E}_{\Delta x}(u_{\Delta x}, T) = -T_1 + T_2 \geq \lambda T_2 \geq \frac{\lambda}{2(1 - \lambda)} T_1 + \frac{\lambda}{2} (T_1 + T_2) = \frac{\lambda}{2} D_{\Delta x}(u_{\Delta x}, T).
\]

4 Main result and sketch of the proof

The aim of this paper is to bound the \( L^1 \)-error between the exact solution (and its trace) of the transport equation (1) and the approximate solution (and its trace) given by the upwind scheme (20).

We denote by \( E(u, u_{\Delta x}, T) \) the total error at time \( T \) defined by
\[
E(u, u_{\Delta x}, T) := \int_{\Omega} |u - u_{\Delta x}|(T, .) dx + \int_{\Gamma_T} |\gamma u - \gamma u_{\Delta x}| |v_n| d\sigma ds.
\]

The rest of the paper is devoted to the proof of the following error estimate theorem.

Theorem 4.1. Assume that \( u^0 \) satisfies (2), \( u_b \) satisfies (3) and \( v \) satisfies (4). Moreover, we assume that the inflow boundary satisfies (9). Finally, we assume that the mesh satisfies the regularity assumptions (14) - (15) and that the CFL condition (22) holds for some \( \lambda \in (0, 1) \). Then, we have
\[
E(u, u_{\Delta x}, T) \leq C \left( (1 + \text{Per}_{\Gamma_T} (\Gamma_{in}^T)) \|u\|_{L^\infty(\Gamma_T)} + TV_{\Omega}(u^0) + TV_{\Gamma_T}(u_b) \right) \sqrt{\Delta x}.
\]

Let us comment the different hypothesis of Theorem 4.1.

- Hypothesis (9) allows us to deal with the parts of the boundary where \( v \cdot n \) changes its sign. This assumption is particularly useful in the proof of Proposition 2.4 even though we might expect this proposition to hold even without this assumption.

- Concerning the hypothesis on the velocity field \( v \), we underline that they are weaker than in \cite{MV07}, in which \( v \) is supposed to be Lipschitz regular both in space and time. Here discontinuities in time are allowed, since we only assume that \( v \) has total bounded variations in time (and space).

In this section we give the proof of Theorem 4.1 and state all the intermediate results we need. Most of them are proved in the next sections. In what follows, the letter \( C \) denotes a generic constant that may differ from line to line. It may depend on the data of the problem but not on the discretisation parameters, nor on regularisation parameters we shall use.
4.1 Restriction to indicatrix boundary and initial conditions

We shall use the BV regularity assumption on the data to reduce the problem to the case where the initial and boundary data are characteristic functions of sets of finite perimeter. We use here the notations of Section 1.3.

From the renormalisation property given in Theorem 2.2 it is easily seen that, for any $\eta \in \mathbb{R}$, the unique weak solution to the transport problem (1) associated with the initial data $\chi_{u^0}$ and the boundary data $\chi_{b}^\partial$ is nothing but the function $\chi_{\eta u}^\partial$; moreover its trace is $\gamma_{\eta u}$.

Let us now define $u_{\Delta x}^\partial$ to be the unique solution of the numerical scheme associated with the initial data $\chi_{u^0}^\partial$ and the boundary data $\chi_{b}^\partial$. Observe that $u_{\Delta x}^\partial$ is not, in general, a characteristic function due to the numerical diffusion of the scheme.

However, since the discretization of the data and the scheme itself are linear, we easily obtain from Theorem 1.2 that the approximate solution $u_{\Delta x}$ can be written as

$$u_{\Delta x} = \int_{\mathbb{R}} u_{\Delta x}^\partial \, d\eta.$$  

It follows that the error $E(u, u_{\Delta x}, T)$ can be bounded as follows

$$E(u, u_{\Delta x}, T) \leq \int_{\mathbb{R}} E(\chi_{u^0}^\partial, u_{\Delta x}^\partial, T) \, d\eta = \int_{|\eta| \leq \|u\|_{L^\infty(\Gamma^T)}} E(\chi_{u^0}^\partial, u_{\Delta x}^\partial, T) \, d\eta.$$  

As a consequence of the co-area formula (Theorem 1.2), we see that Theorem 4.1 will be proved if we manage to obtain the following estimate

$$E(\chi_{u^0}^\partial, u_{\Delta x}^\partial, T) \leq C(1 + \text{Per}_{\Gamma^T}(\Gamma_m^T) + \text{Per}_{\Omega}(\{u^0 > \eta\}) + \text{Per}_{\Gamma^T}(\{u_0 > \eta\})) \sqrt{\Delta x},$$

for some $C$ independent of $\eta$.

Finally, we are led to prove the following result.

**Theorem 4.2.** Assume that (1) and (2) hold. Then, for any set $E^0 \subset \Omega$ (resp. $E_0 \subset \Gamma^T$) of finite perimeter in $\Omega$ (resp. in $\Gamma^T$), we have

$$E(u, u_{\Delta x}, T) \leq C(1 + \text{Per}_{\Gamma^T}(\Gamma_m^T) + \text{Per}_{\Omega}(E^0) + \text{Per}_{\Gamma^T}(E_0)) \sqrt{\Delta x},$$

where $u$ (resp. $u_{\Delta x}$) is the solution of the transport problem (1) (resp. of the upwind scheme (20)) associated with the initial data $u^0 = 1_{E^0}$ and the boundary data $u_0 = 1_{E_0}$.

In this result, $u^0$ and $u_0$ are characteristic functions of finite perimeter sets. This implies in particular, by Corollary 2.3 that under the CFL condition (22), we have

$$\begin{cases}
u(t, x) \in \{0, 1\}, \text{ and } u_{\Delta x}(t, x) \in \{0, 1\}, \text{ for almost every } (t, x) \in \Omega^T, \\
\gamma u(t, x) \in \{0, 1\}, \text{ and } \gamma u_{\Delta x}(t, x) \in [0, 1], \text{ for almost every } (t, x) \in \Gamma^T. \tag{28}\end{cases}$$

4.2 Numerical weak formulation. Expression of the $L^1$-error

The approximate solution $u_{\Delta x}$ and its trace $\gamma u_{\Delta x}$ are bounded (thanks to the maximum principle, see Proposition 3.3) but obviously do not satisfy the weak formulation (10). However, we would like to write a similar formulation, yet with suitable corrective terms, that they satisfy. This idea was introduced in [VV03 Proposition 5.1] and exploited in [MV07] to successfully obtain a $L^1$-error estimate for the upwind discretisation of a transport problem in the whole space as well.

**Lemma 4.3.** For every test function $\varphi$ in $W^{1,1}([0, T] \times \Omega)$, we have

$$\begin{align}
\int_{\Gamma^T} u_{\Delta x}(\partial_t \varphi + \mathbf{v} \cdot \nabla x \varphi) \, dx \, dt &+ \int_{\Omega} u_{\Delta x}^0 \varphi(0,.) \, dx = \int_{\Omega} u_{\Delta x}^N \varphi(T,.) \, dx \\
- \int_{\Gamma^T} (\gamma u_{\Delta x}) \mathbf{v} \cdot \mathbf{n} \, d\sigma \, ds &\leq \mu_{\Delta x}(\varphi) + \nu_{\Delta x}(\varphi), \tag{29}
\end{align}$$
where the error terms in the weak formulation are defined by

\[
\mu_{\Delta x}(\varphi) := \sum_{n=N}^{\infty} \sum_{K \in T} |K| |u_{n+1}^{K} - u_{n}^{K}| \iint_{K_n} (\varphi(t,x) - \varphi(t^{n+1},x)) \, dx \, dt
\]

and

\[
\nu_{\Delta x}(\varphi) := \sum_{n=N}^{\infty} \sum_{L \in K_n} \Delta t(u_{n}^{L} - u_{n}^{K}) |K| |L| \left( V_{KL}^{n} \iint_{K_n} \varphi \, dx \, ds - \iint_{K_n} \varphi \, v \cdot n_{KL} \, d\sigma \right).
\]

The proof is not detailed since it is very similar to the one in [MV07] for instance, except that one needs to take care of boundary terms.

When \(u^0 = 1_{E^0}\) and \(u_b = 1_{E_b}\) are indicatrix functions, we deduce from (28), that

\[
u - u_{\Delta x} \text{ (resp. } \gamma u - \gamma u_{\Delta x} \text{) has the same sign as } 2u - 1 \text{ (resp. as } 2(\gamma u) - 1\).
\]

Therefore, if we subtract (29) and (10) and use the test function \(\varphi = 2u - 1\), which is also a solution of the transport equation, we formally obtain the following estimate

\[
E(u, u_{\Delta x}, T) \leq 2 \int_{\Omega} |u^0 - u_{\Delta x}^0| \, dx + 3 \int_{T_{in}} |u_b - \gamma u_{\Delta x}| |v \cdot n| \, d\sigma \, dt + 2|\mu_{\Delta x}(u)| + 2|\nu_{\Delta x}(u)|,
\]

where we have used that \(\mu_{\Delta x}(2u - 1) = 2\mu_{\Delta x}(u)\) and \(\nu_{\Delta x}(2u - 1) = 2\nu_{\Delta x}(u)\).

However, this computation is not valid since \(u\) is not regular enough to serve as a test function (it takes exactly two values 0 and 1 and thus does not belong to \(W^{1,1}\)).

The cure proposed in [MV07] to deal with such a difficulty somehow consists in replacing the initial data \(u^0\) by some convolution operator in space. Such regularization ideas originate from the celebrated Friedrichs lemma and its application to the renormalized solutions theory for the transport equation (see [DL89] [Boy05] [BF13]). The value of the regularization parameter \(\epsilon\) will be fixed at the end of the proof as a function of \(\Delta x\).

To define the smoothing operator \(S,\) we use a non-negative kernel \(\zeta \in C^\infty(\mathbb{R}^d),\) supported in the unit ball \(B(0,1),\) and with integral 1. For any locally integrable function \(w \in L^1_{loc}(\Omega),\) and any \(\epsilon > 0,\) we define

\[
(S_{\epsilon}w)(x) := \int_{\Omega} w(y) \zeta \left( \frac{x - 2\epsilon n(x) - y}{\epsilon} \right) \frac{dy}{\epsilon^d} = \int_{B(0,1)} w(x - 2\epsilon n(x) - \epsilon y) \zeta(y) \, dy, \quad \text{for all } x \in \Omega.
\]

In this definition, \(n\) is the extension of the unit outward normal vector field introduced in Section 1.3.

In other words, \(S_{\epsilon}w\) is a convolution in space of \(w,\) with a slight shift that ensures that no value of \(w\) outside of \(\Omega\) are used. Such a construction ensures that \(S_{\epsilon}w\) is smooth and is indeed an approximation of \(w\) as \(\epsilon \to 0.\)

We will show below that, if \(u\) is a solution to the transport problem, then its regularization is almost a solution to the transport problem up to an error term that we can estimate. This is the purpose of the following result.

**Proposition 4.4.** Let \(v\) satisfying (1) and \(u \in L^\infty((0,T) \times \Omega) \cap L^1(0,T;BV(\Omega))\) be any weak solution of the transport equation

\[
\partial_t u + v \cdot \nabla u = 0,
\]
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in the distribution sense. Then its space regularization \( u_\epsilon(t,.) := \mathcal{S}_\epsilon u(t,.) \) defined as in (31), solves the equation

\[
\partial_t u_\epsilon + v \cdot \nabla u_\epsilon = g_\epsilon,
\]

in the distribution sense, where \( g_\epsilon \in L^\infty((0,T) \times \Omega) \) satisfies the bounds

\[
\|g_\epsilon\|_{L^\infty(\Omega_T)} \leq C\|u\|_{L^\infty(\Omega_T)},
\]

\[
\|g_\epsilon\|_{L^1(\Omega_T)} \leq C\|u\|_{L^1(\Omega)},
\]

for some constant \( C \) independent of \( u \) and \( \epsilon \).

Moreover, \( u_\epsilon \) is smooth and satisfies

\[
\|u_\epsilon\|_{L^\infty(\Omega_T)} \leq C\|u\|_{L^\infty(\Omega_T)}, \quad \text{and} \quad \|u_\epsilon - u\|_{L^\infty(0,T;L^1(\Omega))} \leq C\|u\|_{L^1(0,T;BV(\Omega))},
\]

\[
\|\nabla_t u_\epsilon\|_{L^1(\Omega_T)} \leq C\|u\|_{L^1(0,T;BV(\Omega))}, \quad \text{and} \quad \|\nabla_t u_\epsilon\|_{L^\infty(\Omega_T)} \leq \frac{C\|u\|_{L^\infty(\Omega_T)}}{\epsilon}.
\]

The next theorem gives an estimate on the error between the traces \( \gamma u \) and \( \gamma u_\epsilon \) (which is nothing but the restriction of \( u_\epsilon \) to \( \Gamma^T \)) which is not given by the previous result.

**Theorem 4.5.** Assume that the regularity assumptions (2), (3) and (4) hold. Let \( u \) be the exact solution of the transport equation (1) and \( u_\epsilon(t,.) := \mathcal{S}_\epsilon u(t,.) \) its regularization defined by (31). Then, there exists a constant \( C \) independent of \( u \) and \( \epsilon \) such that

\[
\iint_{\Gamma^T} |u - \gamma u| |v \cdot n| \, \mathrm{d}\sigma \, \mathrm{d}t \leq C(TV_{\Omega}(u^0) + TV_{\Gamma^T}(u_\epsilon) + TV_{\Omega}(E^0) + TV_{\Omega}(\mathcal{P}_{\gamma_\Omega}(E^0))) + 2|\mu_{\Delta x}(u_\epsilon)| + 2|\nu_{\Delta x}(u_\epsilon)|.
\]

Those two results are proved in Section 5.

With Proposition 4.4 and Theorem 4.5 in hands, we can use \( 2u_\epsilon - 1 \) as a test function in (29) and obtain the following proposition.

**Proposition 4.6.** Suppose that \( u^0 = 1_{B^\Omega} \) and \( u_{\epsilon} = 1_{B_{\epsilon}} \) are indicatrix functions of finite perimeter sets. Suppose that assumption (9) holds. Then there exists a constant \( C \) depending only on \( v \) such that

\[
E(u, u_{\Delta x}, T) \leq 2 \int_{\Omega} |u^0 - u_{\Delta x}^0|(x) \, \mathrm{d}x + 3 \int_{\Gamma^T} |u_\epsilon - \gamma u_{\Delta x}| |v \cdot n| \, \mathrm{d}\sigma \, \mathrm{d}t
\]

\[
+ C\epsilon(1 + \mathcal{P}_{\gamma_\Omega}(\Gamma^T_{\infty}) + \mathcal{P}_{\gamma_\Omega}(E^0) + \mathcal{P}_{\gamma_\Omega}(E^0)) + 2|\mu_{\Delta x}(u_\epsilon)| + 2|\nu_{\Delta x}(\epsilon)|.
\]

**Proof.** We set \( w = 2u - 1 \) and \( w_\epsilon = 2u_\epsilon - 1 \). By subtracting the weak formulation for the exact solution (10) from the weak formulation for the approximate solution (29) and choosing \( \varphi = w_\epsilon \), we obtain

\[
\int_{\Gamma^T} (u_{\Delta x} - u)(\partial_t w_\epsilon + v \cdot \nabla w_\epsilon) \, \mathrm{d}t + \int_{\Omega} (u - u_{\Delta x})(T, x) w_\epsilon(T, x) \, \mathrm{d}x
\]

\[
+ \int_{\Gamma^T} (\gamma u - \gamma u_{\Delta x}) w_\epsilon |v \cdot n| \, \mathrm{d}\sigma \, \mathrm{d}t = \int_{\Omega} (u^0 - u_{\Delta x}^0) w_\epsilon(0, x) \, \mathrm{d}x
\]

\[
+ \int_{\Gamma^T} (u_\epsilon - \gamma u_{\Delta x}) w_\epsilon |v \cdot n| \, \mathrm{d}\sigma \, \mathrm{d}t + \mu_{\Delta x}(w_\epsilon) + \nu_{\Delta x}(w_\epsilon).
\]

Since \( w_\epsilon \) solves the transport equation with right-hand side \( 2g_\epsilon \) (see Proposition 4.4), we can write

\[
\int_{\Omega} (u - u_{\Delta x})(T, x)(2u - 1)(0, x) \, \mathrm{d}x + \int_{\Gamma^T} (\gamma u - \gamma u_{\Delta x})(2\gamma u - 1) |v \cdot n| \, \mathrm{d}\sigma \, \mathrm{d}t
\]

\[
= 2 \int_{\Omega} (u - u_{\Delta x})(T, x)(u - u_\epsilon)(T, x) \, \mathrm{d}x + 2 \int_{\Gamma^T} (\gamma u - \gamma u_{\Delta x})(\gamma u - u_\epsilon) |v \cdot n| \, \mathrm{d}\sigma \, \mathrm{d}t
\]

\[
- 2 \int_{\Omega} (u_{\Delta x} - u) g_\epsilon \, \mathrm{d}x \, \mathrm{d}t + \int_{\Omega} (u^0 - u_{\Delta x}^0)(2u_\epsilon - 1)(0, x) \, \mathrm{d}x
\]

\[
+ \int_{\Gamma^T} (u_\epsilon - \gamma u_{\Delta x})(2u_\epsilon - 1) v \cdot n \, \mathrm{d}\sigma \, \mathrm{d}t + 2\mu_{\Delta x}(u_\epsilon) + 2\nu_{\Delta x}(u_\epsilon).
\]
By using Proposition 4.4 and Theorem 4.5, we get
\[
\int_\Omega |u - u_{\Delta x}|(T, x) \, dx + \int_{\Gamma^T_{out}} |\gamma u - \gamma u_{\Delta x}| \, |v \cdot n| \, d\sigma \, dt
\]
\[
\leq 4 \|u\|_{L^\infty(\Omega^T)} \int_\Omega |u - u_e|(T, x) \, dx + 4 \|u\|_{L^\infty(\Omega^T)} \int_{\Gamma^T_{out}} |\gamma u - u_e| \, |v \cdot n| \, d\sigma \, dt
\]
\[
+ 4 \|u\|_{L^\infty(\Omega^T)} \|g_e\|_{L^1(\Omega^T)} + \int_\Omega |u^0 - u^0_{\Delta x}| \, dx + 2 \int_{\Gamma^T_{in}} |u_0 - \gamma u_{\Delta x}| \, |v \cdot n| \, d\sigma \, dt
\]
\[
+ 2 |\mu_{\Delta x}(u_e)| + 2 |\nu_{\Delta x}(u_e)|.
\]

Using Proposition 4.4 and Theorem 4.5, we get
\[
E(u, u_{\Delta x}, T) \leq C(\text{Per}_\Omega(E^0) + \text{Per}_{\Gamma^T}(E_b) + \text{Per}_{\Gamma^T}(\Gamma^T_{in}) + 1)\epsilon + C\|u\|_{L^1(0,T;BV(\Omega))}
\]
\[
+ \int_\Omega |u^0 - u^0_{\Delta x}| \, dx + \int_{\Gamma^T_{in}} |u_0 - \gamma u_{\Delta x}| \, |v \cdot n| \, d\sigma \, dt + 2 |\mu_{\Delta x}(u_e)| + 2 |\nu_{\Delta x}(u_e)|.
\]
The result follows from Theorem 4.5.

4.3 Estimate of the data approximation errors and of the weak formulation errors

We first analyse the size of the error terms related to the discretization of initial and boundary data.

**Proposition 4.7.** Under the same assumption as in Theorem 4.1, there exists a constant depending only on \( \Omega \), \( v \) and \( \alpha \) such that
\[
\int_\Omega |u^0 - u^0_{\Delta x}|(x) \, dx \leq C(\text{TV}_\Omega(u^0) + \|u^0\|_{L^\infty(\Omega)})\Delta x,
\]
and
\[
\int_{\Gamma^T_{in}} |u_0 - \gamma u_{\Delta x}| \, |v \cdot n| \, d\sigma \, dt \leq C\left(\|u\|_{L^\infty(\Omega)} + \text{TV}_{\Gamma^T}(u_0)\right)\sqrt{\Delta x}.
\]

This result is proved in Section 5.1.

Using now the properties of the regularization \( u_e \) we have already established, we can prove the following estimate for the error terms of the numerical weak formulation \( \mu_{\Delta x}(u_e) \) and \( \nu_{\Delta x}(u_e) \).

**Proposition 4.8.** Under the same assumptions as in Theorem 4.1, there exists a constant \( C \) independent of \( u \), \( \Delta t \), \( \Delta x \) and \( \epsilon \) such that
\[
|\mu_{\Delta x}(u_e)| + |\nu_{\Delta x}(u_e)| \leq C \left(\sqrt{\mathcal{D}_{\Delta x}(u_{\Delta x}, T)} \frac{\Delta x}{\epsilon} + \frac{\Delta x}{\epsilon}\right) \sqrt{\|u\|_{L^\infty(\Omega^T)} \|\mu_{\Delta x} \|_{L^\infty(\Omega^T)} + \|u\|_{L^1(0,T;BV(\Omega))}}.
\]

The proof of this result is given in Section 5.2.

We have already proved in (26) that \( \mathcal{D}_{\Delta x}(u_{\Delta x}, T) \) is controlled by \( \mathcal{E}_{\Delta x}(u_{\Delta x}, T) \). It appears from Proposition 4.8 that we need now to prove that \( \mathcal{E}_{\Delta x}(u_{\Delta x}, T) \) is itself controlled by the \( L^1 \)-error that we are interested in.

**Proposition 4.9.** The total \( L^2 \)-energy balance term \( \mathcal{E}_{\Delta x}(u_{\Delta x}, T) \) is controlled by the \( L^1 \)-error at final time as follows
\[
\mathcal{E}_{\Delta x}(u_{\Delta x}, T) \leq 2 \|u\|_{L^\infty(\Omega^T)} E(u, u_{\Delta x}, T). \tag{33}
\]

**Proof.** We add (12) to \( \mathcal{E}_{\Delta x}(u_{\Delta x}, T) \):
\[
\mathcal{E}_{\Delta x}(u_{\Delta x}, T) = \int_\Omega (u^0_{\Delta x} - u^0)^2(x) \, dx - \int_\Omega (u^2_{\Delta x} - u^2)(T, x) \, dx - \int_{\Gamma^T} (\gamma u^2_{\Delta x} - \gamma u^2) \, (v \cdot n) \, d\sigma \, dt
\]
By the Jensen inequality, the first term \( \|u^0_{\Delta x}\|_2^2 - \|u^0\|_2^2 \) is nonpositive so that we immediately obtain
\[
\mathcal{E}_{\Delta x}(u_{\Delta x}, T) \leq 2 \|u\|_{L^\infty(\Omega^T)} \int_\Omega |u_{\Delta x} - u|(T, x) \, dx + 2 \|u\|_{L^\infty(\Omega^T)} \int_{\Gamma^T} |\gamma u_{\Delta x} - \gamma u| \, |v \cdot n| \, d\sigma \, dt,
\]
by using the definition of \( E(u, u_{\Delta x}, T) \).
4.4 Conclusion of the proof of the main result

We may now gather the results obtained so far to conclude the proof of Theorem 4.2 and consequently of Theorem 4.4.

Hence, let \( u^0 = 1_{E^0} \) and \( u_0 = 1_{E_b} \), \( E^0 \) and \( E_b \) being sets of finite perimeter, and \( \epsilon > 0 \) fixed.

- Propositions 4.6 and 4.7 give
  \[
  \hat{\epsilon}(u, u_{\Delta x}, T) \leq C(\epsilon + \sqrt{\Delta x})(1 + \text{Per}_{\Gamma_T}(\Gamma_{in}^T) + \text{Per}_{\Gamma_T}(E_b) + \text{Per}_{\Omega}(E^0)) + 2|\mu_{\Delta x}(u)| + 2|\nu_{\Delta x}(u)|.
  \]

- We use now the dissipation estimate (26), Proposition 4.8 and the BV regularity result (Theorem 2.5) to get
  \[
  \hat{E}(u, u_{\Delta x}, T) \leq C(\epsilon + \sqrt{\Delta x})(1 + \text{Per}_{\Gamma_T}(\Gamma_{in}^T) + \text{Per}_{\Gamma_T}(E_b) + \text{Per}_{\Omega}(E^0)) + C \frac{\sqrt{E_{\Delta x}(u_{\Delta x}, T) \Delta x} + \Delta x}{\epsilon} \sqrt{1 + \text{Per}_{\Gamma_T}(\Gamma_{in}^T) + \text{Per}_{\Gamma_T}(E_b) + \text{Per}_{\Omega}(E^0)}.
  \]

- Finally, with Proposition 4.9 we obtain
  \[
  \hat{E}(u, u_{\Delta x}, T) \leq C(\epsilon + \sqrt{\Delta x})(1 + \text{Per}_{\Gamma_T}(\Gamma_{in}^T) + \text{Per}_{\Gamma_T}(E_b) + \text{Per}_{\Omega}(E^0)) + C \frac{\sqrt{E(u, u_{\Delta x}, T) \Delta x} + \Delta x}{\epsilon} \sqrt{1 + \text{Per}_{\Gamma_T}(\Gamma_{in}^T) + \text{Per}_{\Gamma_T}(E_b) + \text{Per}_{\Omega}(E^0)}.
  \]

- We use now the Young inequality to deduce a bound on \( E(u, u_{\Delta x}, T) \) from the previous inequality
  \[
  \hat{E}(u, u_{\Delta x}, T) \leq C \left( \epsilon + \sqrt{\Delta x} \frac{\Delta x}{\epsilon} \right) (1 + \text{Per}_{\Gamma_T}(\Gamma_{in}^T) + \text{Per}_{\Gamma_T}(E_b) + \text{Per}_{\Omega}(E^0)).
  \]

It remains now to choose \( \epsilon = \sqrt{\Delta x} \) to get the final estimate
\[
\hat{E}(u, u_{\Delta x}, T) \leq C(1 + \text{Per}_{\Gamma_T}(\Gamma_{in}^T) + \text{Per}_{\Gamma_T}(E_b) + \text{Per}_{\Omega}(E^0)) \sqrt{\Delta x}.
\]

5 Intermediate results concerning the regularization of the solution

This section is devoted to the proof of some intermediate results we used on the exact solution of the transport equation, namely Proposition 2.4, Proposition 4.4 and Theorem 4.5.

5.1 Proof of Proposition 4.4

Let us first prove the following lemma.

**Lemma 5.1.** Let \( \Omega \) be a bounded smooth domain in \( \mathbb{R}^d \). For any \( w \in BV(\Omega) \) and any \( \epsilon > 0 \) we have the estimate
\[
\int_{\Omega} \int_{B(0,1)} |w(x - 2\epsilon n(x)) - w(x)| dy dx \leq C \text{CTV}_{\Omega}(w).
\]

**Proof.** Let us first assume that \( w \in C^\infty(\Omega) \) and that \( \epsilon \) is small enough so that \( 2\epsilon \|n\|_{L^\infty(\Omega)} < 1 \). We can use Fubini’s theorem and a change of variable to obtain
\[
\int_{\Omega} \int_{B(0,1)} |w(x - 2\epsilon n(x) - \epsilon y) - w(x)| dy dx \leq \int_{\Omega} \int_{B(0,1)} \int_0^1 |\nabla w(x - s\epsilon(2n(x) + y)) \cdot \epsilon(2n(x) + y)| ds dy dx
\]
\[
= \int_{B(0,1)} \int_0^1 \int_0^1 |\nabla w(x - s\epsilon(2n(x) + y)) \cdot \epsilon(2n(x) + y)| ds dy ds dy
\]
\[
\leq \epsilon \frac{|2\|n\|_{L^\infty(\Omega)} + 1}{1 - 2\epsilon \|D_z n\|_{L^\infty(\Omega)}} \int_{B(0,1)} \int_0^1 \int_0^1 |\nabla w(x)| ds dy ds dy
\]
\[
\leq C\epsilon \int_{\Omega} |\nabla w(x)| dx.
\]
The claim follows by weak density of the set of smooth functions in BV(Ω).

We can now prove the proposition.

**Proof of Proposition 4.4** The fact that \( u_\epsilon \) solves a transport-like equation is a rather standard computation (see for instance, the details in [Boy05]) and we simply give here the resulting source term

\[
g_\epsilon(t, x) = \int_{B(0, 1)} u(t, x - 2\epsilon n(x) - \epsilon y) \frac{v(t, x) - v(t, x - 2\epsilon n(x) - \epsilon y)}{\epsilon} \cdot \nabla \zeta(y) dy \\
- 2 \int_{B(0, 1)} u(t, x - 2\epsilon n(x) - \epsilon y) v(t, x) \cdot D_y n(x) \nabla \zeta(y) dy.
\]

The \( L^\infty \)-bound on \( g_\epsilon \) immediately follows from the assumptions (4) on \( v \).

Observe now, by integration by parts with respect to the variable \( y \), that we have

\[
\int_{B(0, 1)} u(t, x) \frac{v(t, x) - v(t, x - 2\epsilon n(x) - \epsilon y)}{\epsilon} \cdot \nabla \zeta(y) dy = \frac{1}{\epsilon} \int_{B(0, 1)} u(t, x) (\text{div } v)(t, x - 2\epsilon n(x) - \epsilon y) \zeta(y) dy = 0,
\]

since \( v \) is divergence free. Hence, we can rewrite \( g_\epsilon \) as

\[
g_\epsilon(t, x) = \int_{B(0, 1)} \left[ u(t, x - 2\epsilon n(x) - \epsilon y) - u(t, x) \right] \frac{v(t, x) - v(t, x - 2\epsilon n(x) - \epsilon y)}{\epsilon} \cdot \nabla \zeta(y) dy \\
- \int_{B(0, 1)} \left[ u(t, x - 2\epsilon n(x) - \epsilon y) - u(t, x) \right] v(t, x) \cdot D_y n(x) \nabla \zeta(y) dy.
\]

By using the assumption on \( v \) and \( n \), and (54) we immediately deduce

\[
\|g_\epsilon\|_{L^1(\Omega)} \leq C \epsilon \int_0^T TV_\Omega(u(t, .)) dt \leq C\epsilon \|u\|_{L^1(0, T; BV(\Omega))}.
\]

The estimate on \( \|u_\epsilon - u\|_{L^\infty((0, T); L^1(\Omega))} \) is straightforward from Lemma 5.1 and the \( L^\infty \)-bound on \( u_\epsilon \) comes from the definition (51). Using similar computations as before, we find that

\[
\nabla u_\epsilon(t, x) = \int_{B(0, 1)} \frac{u(t, x - 2\epsilon n(x) - \epsilon y) - u(t, x)}{\epsilon} \nabla \zeta dy - 2 \int_{B(0, 1)} u(t, x - 2\epsilon n(x) - \epsilon y) D_y n \nabla \zeta dy,
\]

and thus, by (54), we get

\[
\|\nabla u_\epsilon\|_{L^1((0, T) \times \Omega)} \leq C\|u\|_{L^1(0, T; BV(\Omega))}, \text{ and } \|\nabla u_\epsilon\|_{L^\infty((0, T) \times \Omega)} \leq C\frac{\|u\|_{L^\infty((0, T) \times \Omega)}}{\epsilon}.
\]

The estimates on the time derivatives of \( u_\epsilon \) simply follows from the equality \( \partial_t u_\epsilon = g_\epsilon - v \cdot \nabla u_\epsilon \), and the bounds on \( g_\epsilon \) and \( \nabla u_\epsilon \) we just obtained.

---

**5.2 Proofs of Proposition 2.4 and Theorem 4.5**

We shall actually need a slightly more general result than the one in Proposition 2.4 that we state below. It will be useful in the proof of Theorem 4.5 when we will need to analyse the trace of the regularization by convolution of the solution of the transport equation.

**Proposition 5.2.** Under the same assumptions as the ones of Proposition 2.4, we have the following estimate for any \( y \in B(0, 1) \), and any \( \xi \in (0, \xi_0) \),

\[
\int_{\Gamma_{\xi}}^{T} \left| u_b(t, \hat{x}) - u \left( t, \hat{x} - \xi n(\hat{x}) + \frac{\xi}{2} y \right) \right| \left| v(t, \hat{x}) \cdot n(\hat{x}) \right| d\sigma(\hat{x}) dt \leq C(TV_{\Gamma T}(\Gamma_{\xi}^T) + TV_{\Gamma T}(u_0) + \|u\|_{L^\infty}) \xi.
\]

Proposition 2.4 is nothing but the case \( y = 0 \) of the previous result.
Proof. By the arguments exposed in Section 4.1, we see that we only need to deal with the case where $u^0 = 1_{E^0}$ and $u_b = 1_{E_b}$ for some finite perimeter sets $E^0 \subset \Omega$ and $E_b \subset \Gamma^T$, so that in particular we can have the bounds (28).

- We first prove that, for any $E \subset \Gamma^T$ of finite perimeter and any $\xi < 2\zeta_\Omega/3$, we have

$$\left| \iint_E \left( \gamma u(t, \bar{x}) - u(t, \bar{x} - \xi n(\bar{x}) + \frac{\xi}{2} y) \right) \left( v(t, \bar{x}) \cdot n(\bar{x}) \right) d\sigma(\bar{x}) dt \right| \leq C\xi(1 + \text{Per}_{\Gamma^T} E). \quad (35)$$

Indeed, let $(f_n)_n$ a sequence of smooth functions on $\Gamma^T$ that approximate $1_E$ as in (6).

Since $n$ is a unitary vector field, we easily see that, for any $y \in B(0, 1)$, the map

$$\Phi_y : (s, \bar{x}) \in [0, 2\zeta_\Omega/3] \times \Gamma \mapsto \bar{x} - sn(\bar{x}) + (s/2)y,$$

is one to one into a subset of $O_{\zeta_\Omega}$ and that

$$\|\nabla \Phi_y\|_{L^\infty([0,2\zeta_\Omega/3] \times \Gamma)} + \|\nabla(\Phi_y)^{-1}\|_{L^\infty(\text{Im}(\Phi_y))} \leq C,$$

for some $C$ independent of $y$. Observe that

$$\Phi_y((\{\xi\} \times \Gamma) = \Gamma_{\xi} + (\xi/2)y,$$

which is just a translation of $\Gamma_{\xi}$, so that in particular the normal field to the manifold $\Gamma_{\xi} + (\xi/2)y$ is the translation of the normal field to $\Gamma_{\xi}$.

We also define the open set

$$O_{\xi,y} := \Phi_y((0, \xi) \times \Gamma),$$

that satisfies

$$O_{\xi,y} \subset O_{3/2\xi}.$$

Figure 4: Definition of $O_{\xi,y}$ for some $\xi$ and $y$
We introduce a test function \( \varphi \) defined in \((0, T) \times \mathcal{O}_{\xi,y} \) as follows (and extended by 0 on the whole domain \([0, T] \times \Omega \))
\[
\varphi(t, \tilde{x} - s \mathbf{n}(\tilde{x}) + (s/2)y) = f_n(t, \tilde{x}), \quad \forall s \in [0, \xi], \forall (t, \tilde{x}) \in \Gamma T.
\]

Using this test function in (10) is possible and makes appear a boundary term on \( \Gamma_{\xi,y} \). More precisely we obtain the following formula (see [Boy05] for similar computations)
\[
\iint_{\Gamma T} \varphi(t, \tilde{x}) \gamma u(t, \tilde{x}) (\mathbf{v}(t, \tilde{x}) \cdot \mathbf{n}(\tilde{x})) d\sigma(\tilde{x}) dt
\]
\[
- \int_0^T \int_{\Gamma_{t,\xi}^\epsilon(y/2)} \varphi(t, x) u(t, x)(\mathbf{v}(t, x) \cdot \mathbf{n}_{\Gamma_{t,\xi}^\epsilon(y/2)}(x)) d\sigma(x) dt
\]
\[
= - \int_{\mathcal{O}_{\xi,y}} u^0 \varphi(0, .) dx + \int_{\mathcal{O}_{\xi,y}} u(T, \cdot) \varphi(T, \cdot) dx - \int_0^T \int_{\mathcal{O}_{\xi,y}} u(\partial_t \varphi + \mathbf{v} \cdot \nabla \varphi) dx dt. \quad (36)
\]

– By definition of \( \varphi \), the first integral in (36) just reads
\[
\iint_{\Gamma T} f_n(t, \tilde{x}) \gamma u(t, \tilde{x}) (\mathbf{v}(t, \tilde{x}) \cdot \mathbf{n}(\tilde{x})) d\sigma(\tilde{x}) dt,
\]
whereas the second one can be expressed through the affine change of variable \( x \mapsto x - \frac{\xi}{2} y \) as follows
\[
\int_0^T \int_{\mathcal{O}_{\xi,y}} f_n(t, \mathcal{P}_t x) u \left( t, x + \frac{\xi}{2} y \right) \left( \mathbf{v} \left( t, x + \frac{\xi}{2} y \right) \cdot \mathbf{n}(x) \right) d\sigma(x) dt.
\]

Using now the change of variable (7) in this integral leads to the expression
\[
\iint_{\Gamma T} f_n(t, \tilde{x}) u \left( t, \tilde{x} - \xi \mathbf{n}(\tilde{x}) + \frac{\xi}{2} y \right) J(\xi, \tilde{x}) \left( \mathbf{v} \left( t, \tilde{x} - \xi \mathbf{n}(\tilde{x}) + \frac{\xi}{2} y \right) \cdot \mathbf{n}(\tilde{x}) \right) d\sigma(\tilde{x}) dt.
\]

– The first two terms in the right-hand side of (36) can simply be bounded, since \( ||\varphi||_{L^\infty(\Omega_T)} \leq 2 \), as follows
\[
\left| \int_{\mathcal{O}_{\xi,y}} u^0 \varphi(0, .) dx \right| + \left| \int_{\mathcal{O}_{\xi,y}} u(T, \cdot) \varphi(T, \cdot) dx \right| \leq 4 |\mathcal{O}_{\xi,y}| \leq 4 |\mathcal{O}_{\xi/2}| \leq 6 |\Gamma| ||\varphi||_{L^\infty(0, \xi a) \times \Gamma}.
\]

– The last term in (36) is estimated as follows
\[
\left| \int_0^T \int_{\mathcal{O}_{\xi,y}} u(\partial_t \varphi + \mathbf{v} \cdot \nabla \varphi) dx dt \right| \leq (1 + ||\varphi||_{L^\infty(\Omega_T)}) \int_0^T \int_{\mathcal{O}_{\xi,y}} |\nabla_{t,x} \varphi| dx dt
\]
\[
\leq (1 + ||\varphi||_{L^\infty(\Omega_T)}) \int_0^T \int_{\mathcal{O}_{\xi/2}} |\nabla_{t,x} \varphi| dx dt.
\]

Using the definition of \( \varphi \), the properties of \( \Phi_y \) and the change of variable (7), we obtain that this integral is bounded by
\[
\frac{3}{2} \xi (1 + ||\varphi||_{L^\infty(\Omega_T)}) ||\mathbf{v}||_{L^\infty([0, \xi a] \times \Gamma)} ||\nabla \Phi_y^{-1}||_{L^\infty(\text{Im}(\Phi_y))} \iint_{\Gamma T} |\nabla_{t,x} f_n| d\sigma(\tilde{x}) dt.
\]

Gathering all those estimates, using that \( J(0, \tilde{x}) = 1 \) for any \( \tilde{x} \in \Gamma \) and the fact that
\[
\left| \left( \mathbf{v} \left( t, \tilde{x} - \xi \mathbf{n}(\tilde{x}) + \frac{\xi}{2} y \right) \cdot \mathbf{n}(\tilde{x}) \right) J(\xi, \tilde{x}) - (\mathbf{v}(t, \tilde{x}) \cdot \mathbf{n}(\tilde{x})) \right| \leq ||\mathbf{v}||_{L^\infty(\Omega_T)} L_j \xi + \frac{3}{2} \xi L_v,
\]
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we finally obtain the bound
\[
\left| \int_{\Gamma^T} f_n(t, \vec{x}) \left( \gamma(t, \vec{x}) - u \left( t, \vec{x} - \xi \mathbf{n}(\vec{x}) + \frac{\xi}{2} y \right) \right) (\mathbf{v}(t, \vec{x}) \cdot \mathbf{n}(\vec{x})) d\sigma(\vec{x}) dt \right| \\
\leq C \left( \| \mathbf{v} \|_{L^\infty(\Omega^T)} L_{J+L_{J^*}} \xi + C \| J \|_{L^\infty([0,\xi_0] \times \Gamma)} \| \chi + C(1 + \| \mathbf{v} \|_{L^\infty(\Omega^T)}) \|_{L^\infty([0,\xi_0] \times \Gamma)} \right) \left( \int_{\Gamma^T} |\nabla_e f_n| d\sigma(\vec{x}) dt \right).
\]

Passing to the limit as \( n \to \infty \), we obtain
\[
\left| \int_{E} \left( \gamma u(t, \vec{x}) - u \left( t, \vec{x} - \xi \mathbf{n}(\vec{x}) + \frac{\xi}{2} y \right) \right) (\mathbf{v}(t, \vec{x}) \cdot \mathbf{n}(\vec{x})) d\sigma(\vec{x}) dt \right| \leq C \xi \left( 1 + \text{Per}_{\Gamma^T}(E) \right),
\]
where \( C \) depends only on \( \mathbf{v} \) and \( \Omega \).

- We first apply (35) to the set \( E^+ = \Gamma^T_{in} \cap E_b \). On this subset of \( \Gamma^T \), we have \( \gamma u = u_b = 1 \) so that we have
\[
\left| \int_{E^+} \left( 1 - u \left( t, \vec{x} - \xi \mathbf{n}(\vec{x}) + \frac{\xi}{2} y \right) \right) (\mathbf{v}(t, \vec{x}) \cdot \mathbf{n}(\vec{x})) d\sigma(\vec{x}) dt \right| \leq C \xi \left( 1 + \text{Per}_{\Gamma^T}(E^+) \right),
\]
and since the function under the integral is non-positive almost everywhere (because \( u \leq 1 \) and \( \mathbf{v} \cdot \mathbf{n} < 0 \) on \( \Gamma^T_{in} \)), we finally proved that
\[
\int_{E^+} \left| u_b(t, \vec{x}) - u \left( t, \vec{x} - \xi \mathbf{n}(\vec{x}) + \frac{\xi}{2} y \right) \right| (\mathbf{v}(t, \vec{x}) \cdot \mathbf{n}(\vec{x})) d\sigma(\vec{x}) dt \leq C \xi \left( 1 + \text{Per}_{\Gamma^T}(E^+) \right).
\]

- Similarly, we apply (35) to the set \( E^- = \Gamma^T_{in} \cap (\Gamma^T \setminus E_b) \). On this subset of \( \Gamma^T \) we have \( \gamma u = u_b = 0 \) so that we deduce
\[
\left| \int_{E^-} \left( 0 - u \left( t, \vec{x} - \xi \mathbf{n}(\vec{x}) + \frac{\xi}{2} y \right) \right) (\mathbf{v}(t, \vec{x}) \cdot \mathbf{n}(\vec{x})) d\sigma(\vec{x}) dt \right| \leq C \xi \left( 1 + \text{Per}_{\Gamma^T}(E^-) \right),
\]
and since the function we integrate is of constant sign, we deduce that
\[
\int_{E^-} \left| u_b(t, \vec{x}) - u \left( t, \vec{x} - \xi \mathbf{n}(\vec{x}) + \frac{\xi}{2} y \right) \right| (\mathbf{v}(t, \vec{x}) \cdot \mathbf{n}(\vec{x})) d\sigma(\vec{x}) dt \leq C \xi \left( 1 + \text{Per}_{\Gamma^T}(E^-) \right).
\]

- Adding the previous two inequalities and using that \( \text{Per}_{\Gamma} (A \cap B) \leq \text{Per}_{\Gamma} (A) + \text{Per}_{\Gamma} (B) \) and that \( \text{Per}_{\Gamma^T} (\Gamma^T \setminus A) = \text{Per}_{\Gamma^T} (A) \), we finally obtain
\[
\int_{\Gamma^T_{in}} \left| u_b(t, \vec{x}) - u \left( t, \vec{x} - \xi \mathbf{n}(\vec{x}) + \frac{\xi}{2} y \right) \right| (\mathbf{v}(t, \vec{x}) \cdot \mathbf{n}(\vec{x})) d\sigma(\vec{x}) dt \leq C \xi \left( 1 + \text{Per}_{\Gamma^T} (\Gamma^T_{in}) + \text{Per}_{\Gamma^T} (E_b) \right).
\]

We can now easily prove the error estimates between the traces \( \gamma u \) and \( \gamma u_\varepsilon \).

**Proof of Theorem 4.5** The estimate for the inflow boundary simply comes by integration of the inequality in Proposition 5.2 with respect to \( y \) after multiplication by the kernel \( \zeta(y) \) as follows
\[
\int_{\Gamma^T_{in}} \left| u_b(t, \vec{x}) - u_\varepsilon(t, \vec{x}) \right| |\mathbf{v}(t, \vec{x}) \cdot \mathbf{n}(\vec{x})| d\sigma(\vec{x}) dt \\
\leq \int_{B(0,1)} \int_{\Gamma^T_{in}} \zeta(y) |u_b(t, \vec{x}) - u(t, \vec{x} - 2\xi \mathbf{n}(\vec{x}) + \xi y)| |\mathbf{v}(t, \vec{x}) \cdot \mathbf{n}(\vec{x})| d\sigma(\vec{x}) dt dy \\
\leq \varepsilon \left( \text{Per}_{\Gamma^T} (\Gamma^T_{in}) + \text{TV}_{\Gamma^T} (u_b) + \| u \|_{L^\infty(\Omega^T)} \right).
\]
To obtain the estimate on the outflow boundary terms, we simply write the equation satisfied by \(|u_\epsilon - u|\) (using the renormalisation property in Theorem 2.2)

$$\partial_t |u_\epsilon - u| + \mathbf{v} \cdot \partial_x |u_\epsilon - u| = \text{sign}(u_\epsilon - u) g_\epsilon,$$

and we use the test function \(\varphi = 1\) on this equation to obtain

$$\int_\Omega |u_\epsilon - u|(T, \cdot) \, dx + \int_{\Gamma^T_{\text{out}}} |u_\epsilon - \gamma u| \, |\mathbf{v} \cdot \mathbf{n}| \, d\sigma \, dt$$

$$= \int_\Omega |u_\epsilon - u|(0, \cdot) \, dx + \int_{\Gamma^T_{\text{in}}} |u_\epsilon - \gamma u| \, |\mathbf{v} \cdot \mathbf{n}| \, d\sigma \, dt + \int_{\Omega^T} \text{sign}(u_\epsilon - u) g_\epsilon \, dx \, dt,$$

and thus

$$\int_\Omega |u_\epsilon - u|(T, \cdot) \, dx + \int_{\Gamma^T_{\text{out}}} |u_\epsilon - \gamma u| \, |\mathbf{v} \cdot \mathbf{n}| \, d\sigma \, dt$$

$$= \int_\Omega |u_\epsilon - u|(0, \cdot) \, dx + \int_{\Gamma^T_{\text{in}}} |u_\epsilon - \gamma u| \, |\mathbf{v} \cdot \mathbf{n}| \, d\sigma \, dt + \int_{\Omega^T} \text{sign}(u_\epsilon - u) g_\epsilon \, dx \, dt.$$

Proposition 4.4 and the BV regularity property (Theorem 2.5) then gives

$$\int_{\Gamma^T_{\text{out}}} |u_\epsilon - \gamma u| \, |\mathbf{v} \cdot \mathbf{n}| \, d\sigma \, dt \leq C(\text{Per}_{\Gamma^T_{\text{in}}}(\Gamma^T_{\text{in}}) + TV_{\Gamma^T}(u_b) + \|u\|_{L^\infty(\Omega)}) \epsilon + C \epsilon \|u\|_{L^1(0,T;BV(\Omega))} \leq C(\text{Per}_{\Gamma^T_{\text{ext}}}(\Gamma^T_{\text{ext}}) + TV_{\Gamma^T}(u_b) + \|u\|_{L^\infty(\Omega)}) \epsilon.$$

### 6 Intermediate results on the numerical scheme

#### 6.1 Proof of Proposition 4.7

We start by proving the following approximation result.

**Lemma 6.1.** Let \(f \in BV(\Omega^T) \cap L^\infty(0,T, W^{1,\infty}(\Omega)))\), a mesh of \(\Omega\) and a time step \(\Delta t\) as described above and satisfying (14), (16) and (18). For any \(n\) and any \(K|L| \in \partial T\), we set

$$f^n_{KL} := \int_{K^n|L^n} f \, d\sigma \, dt.$$

1. For any \(\xi < \xi_\Omega\) we have the estimate

$$\sum_{0 \leq n < N} \int_{K^n|L^n} |f - f^n_{KL}| \, d\sigma \, dt \leq CL_f[\Gamma^T](\Delta x + \xi) + C \frac{\Delta x}{\xi} TV_{(0,T) \times O_\epsilon}(f).$$

In particular, with \(\xi = \sqrt{\Delta x}\) and [13], we have

$$\sum_{0 \leq n < N} \int_{K^n|L^n} |f - f^n_{KL}| \, d\sigma \, dt \leq C \sqrt{\Delta x},$$

with \(C\) depending only on the assumed regularity of \(f\), \(\Omega\) and the mesh regularity parameter \(\alpha\).

2. We have the following uniform bound

$$\sum_{0 \leq n < N} \int_{K^n|L^n} |f - f^n_{KL}| \, d\sigma \, dt \leq C.$$
**Remark 6.2.** If the trace of $f$ on $\Gamma^T$ were in the space $\text{BV}(\Gamma^T)$ then, with some additional regularity assumptions on the mesh, we would have been able to improve the estimate (37) by a bound in $O(\Delta x)$. However in general, with the assumptions we made on $f$, we want to emphasize that the BV regularity of the trace does not hold.

Consider the following example with $T = 1/2$, $\Omega = (0, 1)$: Let $\phi : \mathbb{R} \to \mathbb{R}$ be a smooth function such that $\phi(0) = 1$ and $\text{Supp}(\phi) \subset (-1, 1)$ and define $f : \Omega^T \to \mathbb{R}$ as follows

$$f(t, x) = \frac{\sin(\log t)}{\log t} \phi(x \log t), \quad \forall (t, x) \in (0, 1/2) \times (0, 1).$$

It is clear that $f$ is continuous on $\overline{\Omega^T}$, smooth in $\Omega^T$ and that

$$|\partial_x f(t, x)| = |\sin(\log t)||\phi'(x \log t)| \leq \|\phi'\|_{L^\infty},$$

so that $f$ is uniformly Lipschitz continuous with respect to $x$. Then we can compute

$$\partial_t f(t, x) = -\frac{\sin(\log t)}{t(\log t)^2} \phi(x \log t) + \frac{\cos(\log t)}{t \log t} \phi(x \log t) + x \sin(\log t) \phi'(x \log t).$$

It follows that

$$\int_{\Omega^T} |\partial_t f| dx dt = \int_0^{1/2} |\partial_t f| dx dt \leq \|\phi\|_{L^1} \int_0^{1/2} \frac{1}{t(\log t)^2} + \frac{1}{t |\log t|^3} + \frac{1}{(\log t)^2} dt < +\infty,$$

so that $f \in \text{BV}(\Omega^T)$. However, when one takes the trace of $f$ at $x = 0$, we have

$$\int_{\Gamma^T} |\partial_t f| dt = \int_0^{1/2} |\partial_t f(t, 0)| dt \geq \int_0^{1/2} \frac{|\cos(\log t)|}{t |\log t|} dt - \int_0^{1/2} \frac{1}{t (\log t)^2} dt = +\infty,$$

which proves that the trace does not belong to $\text{BV}(\Gamma^T)$.

**Proof of Lemma 6.1.** As usual, the proof is given for a smooth function $f$ and the claim is finally obtained by a standard density argument. For a given $n$ and a given $\sigma = K L \in \partial \Omega$, we set $\sigma^n = (t^n, t^{n+1}) \times \sigma$. Moreover, we shall use the notation

$$T_{n, \sigma} := \iint_{\sigma^n} \left( f - \iint_{\sigma^n} f \right) d\sigma dt.$$

1. Here, we only consider exterior faces $\sigma \in \partial \Omega^{ext}$. With any such face we associate a volume $K_{\xi, \sigma}$ (that has nothing to do with the mesh cells, see Fig. 5) defined through tangential and normal coordinates as follows

$$K_{\xi, \sigma} := \{ \bar{x} - s\mathbf{n}(\bar{x}), \bar{x} \in \sigma, s \in (0, \xi) \}.$$  

By using the properties of those coordinates and the change of variable formula (7), we easily find that, for some $C > 0$ depending only on the geometry of $\Omega$, we have

$$\begin{cases} 
\text{diam}(K_{\xi, \sigma}) \leq C(\Delta x + \xi), \\
\frac{1}{C} |\sigma| \xi \leq |K_{\xi, \sigma}| \leq C|\sigma|\xi.
\end{cases}$$

(38)

We set $K^n_{\xi, \sigma} = (t^n, t^{n+1}) \times K_{\xi, \sigma}$ and we observe that, thanks to the Lipschitz-continuity in space of $f$ we have, for any $(t, y) \in \sigma^n$

$$\left| f(t, y) - \int_{K^n_{\xi, \sigma}} f(t, x) dx \right| \leq L_f \text{diam}(K_{\xi, \sigma}) \leq CL_f(\Delta x + \xi).$$
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Figure 5: Illustration of the definition of $K_{\xi, \sigma}$ for some exterior face $\sigma \in \partial T^{\text{ext}}$

By writing $f = \left(f - \int_{K_{\xi, \sigma}} f(t, x) \, dx\right) + \int_{K_{\xi, \sigma}} f(t, x) \, dx$ in the definition of $T_{n, \sigma}$, it follows that

$$T_{n, \sigma} \leq 2CL_f(\Delta x + \xi)\Delta t|\sigma| + |\sigma| \int_{t^n}^{t^{n+1}} \left| \int_{K_{\xi, \sigma}} f(t, x) \, dx - \int_{K_{\xi, \sigma}^0} f(t, x) \, dx \right| \, dt$$

$$\leq 2CL_f(\Delta x + \xi)\Delta t|\sigma| + \int_{t^n}^{t^{n+1}} \left( \left| f(t, x) - \int_{t^n} f(s, x) \, ds \right| \, dt \right) \, dx$$

$$\leq 2CL_f(\Delta x + \xi)\Delta t|\sigma| + \Delta t |\sigma| \int_{K_{\xi, \sigma}} \int_{t^n}^{t^{n+1}} |\partial_t f(t, x)| \, dt \, dx.$$
We may now go back to the proposition.

**Proof of Proposition 4.7.** To prove the first estimate, we assume that \( u^0 \) is smooth. We write

\[
\int_{\Omega} |u^0 - u^0_{\Delta x}| \, dx = \sum_{K \in T_{ext}} \int_K |u^0 - u^0_{K}| \, dx + \sum_{K \in T_{int}} \int_K |u - u_{K}| \, dx.
\]

We use the definition of \( u^0_{\Delta x} \) in (19) and Lemma 3.2 on the interior terms, and we simply use \( L^\infty \)-bounds on the exterior terms to obtain

\[
\int_{\Omega} |u^0 - u^0_{\Delta x}| \, dx \leq C \sum_{K \in T_{ext}} \text{diam}(K) \int_K |\nabla u^0| \, dx + 2\|u^0\|_{L^\infty(\Omega)} \sum_{K \in T_{ext}} |K| \leq C \Delta x \int_{\Omega} |\nabla u^0| \, dx + C\|u^0\|_{L^\infty(\Omega)} \Delta x.
\]

The claim follows by the density property (6).

Let us consider now the second estimate.

- We first prove that

\[
\int_{\Gamma^T} |u_b - u_{b,\Delta x}| \, d\sigma \, dt \leq C \left( \|u_b\|_{L^\infty(\Gamma^T)} + TV_{\Gamma^T}(u_b) \right) \sqrt{\Delta x}.
\]

By a standard convolution process similar to the one proposed in (31) but on \( \Gamma^T \), we may build a smooth function \( u_b^* : \Gamma^T \to \mathbb{R} \) such that

\[
\|\nabla_{t,x} u_b^*\|_{L^\infty(\Gamma^T)} \leq \frac{C}{\epsilon} \|u_b\|_{L^\infty(\Gamma^T)}, \quad \|u_b - u_b^*\|_{L^1(\Gamma^T)} \leq C TV_{\Gamma^T}(u_b).
\]

Since \( u_b^* \) is Lipschitz continuous we immediately see that, by definition of \( u_{b,\Delta x} \) (see (19)), we have

\[
\|u_b^* - u_{b,\Delta x}\|_{L^1(\Gamma^T)} \leq C\|\nabla_{t,x} u_b^*\|_{L^\infty(\Gamma^T)}(\Delta t + \Delta x) = \frac{C}{\epsilon} \|u_b\|_{L^\infty(\Gamma^T)}(\Delta t + \Delta x).
\]

Moreover, we have

\[
\|u_b - u_b^* - (u_{b,\Delta x} - u_{b,\Delta x})\|_{L^1(\Gamma^T)} \leq 2\|u_b - u_b^*\|_{L^1(\Gamma^T)} \leq C TV_{\Gamma^T}(u_b).
\]

Combining the two inequalities, and using the triangle inequality, we find

\[
\|u_b - u_{b,\Delta x}\|_{L^1(\Gamma^T)} \leq \frac{C}{\epsilon} \|u_b\|_{L^\infty(\Gamma^T)}(\Delta t + \Delta x) + C TV_{\Gamma^T}(u_b),
\]

and the claim follows by (18) and by choosing \( \epsilon = \sqrt{\Delta x} \). Note that, with additional regularity assumptions on the mesh, one can prove a stronger estimate in \( \Delta x \) instead of \( \sqrt{\Delta x} \) but this is useless for our purpose.

- We define \( v = v \cdot n \), where \( n \) is the smooth extension of the unit outward normal field introduced in 1.3. This function \( v \) satisfies the same regularity assumptions as \( v \). We denote by \( v_{\Delta x} \) the piecewise constant function

\[
v_{\Delta x}(t, x) = \int_{K \cap L} v \, d\sigma \quad \forall t \in (t^n, t^{n+1}), \forall x \in K \setminus L \in \partial \mathcal{T},
\]

and we set

\[
\Gamma_{in,app}^T := \{ (t, x) \in \Gamma^T, \; v_{\Delta x}(t, x) < 0 \} = \bigcup_{\sigma^m \subset N^T_{in}} \sigma^m.
\]

The difficulties come from the fact we have neither \( \Gamma_{in,app}^T \subset \Gamma_{in}^T \) nor \( \Gamma_{in}^T \subset \Gamma_{in,app}^T \).
However, we observe that $|v \cdot n| = -(v \cdot n)$ on $\Gamma_{in}^T$, so that we can write
\[
\int_{\Gamma_{in}^T} \left| u_b - \gamma u_{\Delta x} \right| |v \cdot n| d\sigma dt = - \int_{\Gamma_{in}^T} |u_b - \gamma u_{\Delta x}|(v \cdot n - v_{\Delta x}) d\sigma dt
\]
\[
- \int_{\Gamma_{in}^T} |u_b - \gamma u_{\Delta x}| v_{\Delta x} d\sigma dt.
\]
In the first term we simply bound $u_b$ and $\gamma u_{\Delta x}$ by $\|u\|_{L^\infty(\Omega_T)}$. For the second integral, we use that $v_{\Delta x} \geq 0$ on $\Gamma_{in}^T \setminus \Gamma_{in,app}^T$ to write
\[
- \int_{\Gamma_{in}^T} |u_b - \gamma u_{\Delta x}| v_{\Delta x} d\sigma dt \leq - \int_{\Gamma_{in}^T \cap \Gamma_{in,app}^T} |u_b - \gamma u_{\Delta x}| v_{\Delta x} d\sigma dt \leq \|v\| \int_{\Gamma_{in,app}^T} |u_b - \gamma u_{\Delta x}| d\sigma dt
\]
\[
- \|v\| \int_{\Gamma_{in,app}^T} |u_b - \gamma u_{\Delta x}| d\sigma dt.
\]
We have used here the fact that, by definition of the scheme [21], the trace of the approximate solution $\gamma u_{\Delta x}$ on the set $\Gamma_{in,app}^T$ is given by $u_b,\Delta x$. We have thus proved
\[
\int_{\Gamma_{in}^T} |u_b - \gamma u_{\Delta x}| |v \cdot n| d\sigma dt \leq 2\|u\|_{L^\infty(\Omega_T)} \int_{\Gamma_{in}^T} |v - v_{\Delta x}| d\sigma dt + \|v\| \int_{\Gamma_{in}^T} |u_b - \gamma u_{\Delta x}| d\sigma dt.
\]
Using the first point of Lemma 6.1 for the function $v$, the CFL condition (22) and the previous estimate [39], we finally obtain
\[
\int_{\Gamma_{in}^T} |u_b - \gamma u_{\Delta x}| |v \cdot n| d\sigma dt \leq C \left( \|u\|_{L^\infty(\Omega_T)} + TV_{\Gamma_T}(u_b) \right) \sqrt{\Delta x}.
\]

6.2 Results concerning the approximate weak formulation

Proof of Proposition 4.8. The Cauchy–Schwarz theorem yields
\[
|\mu_{\Delta x}(u_e)| \leq \sqrt{D_{\Delta x}(u_{\Delta x},T)} \left( \sum_{\partial K \subset T} |K| \left( \int_{K} u_e(s,x) - u_e(t^{n+1},x) \, dx \right) \right)^1/2.
\]
Similarly, the term $\nu_{\Delta x}(u_e)$ term can be rewritten as
\[
\nu_{\Delta x}(u_e) = \sum_{n \in N} \sum_{K \in T} \Delta t(u^n_L - u^n_K) |K| |L| \int_{t^n}^{t^{n+1}} V_K^n \left( \int_K u_e \, dx - \int_K u_e \, ds \right) \, ds
\]
\[
+ \sum_{n \in N} \sum_{K \in T} \Delta t(u^n_L - u^n_K) |K| |L| \int_{K} u_e \left( V_K^n - \nu \cdot n_K \right) \, d\sigma \, ds.
\]
and thus
\[
|\nu_{\Delta x}(u_\epsilon)| \leq \sqrt{D_{\Delta x}(u_{\Delta x}, T)} \left( \sum_{0 \leq n \leq N} \sum_{K \in T} \Delta t \int_{t^n}^{t^{n+1}} |K| |L| |V_{KL}^n| \left( \int_K u_\epsilon \, dx - \int_{K|L} u_\epsilon \, d\sigma \right)^2 \right)^{1/2} \\
+ 2\|u\|_\infty \sum_{0 \leq n \leq N} \sum_{K \in T} \Delta t |K| |L| \int_{K|L^n} |u_\epsilon| |V_{KL}^n - v \cdot n_{KL}| \, d\sigma \, ds.
\]

The claim is thus a consequence of the following two Lemmas 6.3 and 6.4.

Lemma 6.3. Under the same assumptions as in Theorem 4.1, there exists a \( C > 0 \) depending only on \( \alpha \) and \( v \) such that
\[
\left| \sum_{0 \leq n \leq N} \sum_{K \in T} \Delta t |K| |L| \int_{K|L^n} u_\epsilon (V_{KL}^n - v \cdot n_{KL}) \, d\sigma \, ds \right| \\
\leq (\Delta t + \Delta x) \|\nabla_{t,x} u_\epsilon\|_{L^\infty(\Omega^T)} \left( \sum_{0 \leq n \leq N} \sum_{K \in T} \Delta t |K| |L| \int_{K|L^n} |V_{KL}^n - v \cdot n_{KL}| \, d\sigma \, ds \right) \leq C \frac{\Delta x}{\epsilon} \|u\|_{L^\infty(\Omega^T)},
\]
where we have used (18), Proposition 4.4 and the second point of Lemma 6.1.

Lemma 6.4. Under the same assumptions as in Theorem 4.1, there exists a \( C > 0 \) depending only on \( \alpha \), \( v \) and the geometry such that
\[
\sum_{0 \leq n \leq N} \sum_{K \in T} \Delta t \int_{t^n}^{t^{n+1}} |K| |L| |V_{KL}^n| \left( \int_K u_\epsilon \, dx - \int_{K|L} u_\epsilon \, d\sigma \right)^2 \\
\leq C \|u\|_{L^1(0,T;BV(\Omega))} \|u\|_\infty \frac{\Delta x}{\epsilon} + C \|u\|_{L^\infty(\Omega^T)} \frac{\Delta x^2}{\epsilon^2}, \quad (41)
\]
and
\[
\sum_{0 \leq n \leq N} |K| \left( \int_{K^n} (u_\epsilon(t,x) - u_\epsilon(t^{n+1},x)) \, dx \, dt \right)^2 \leq C \|u\|_{L^1(0,T;BV(\Omega))} \|u\|_\infty \frac{\Delta t}{\epsilon}. \quad (42)
\]

Proof. Let us denote by \( T_{\text{int}} \) (resp. \( T_{\text{ext}} \)) the sum of the contributions of interior (resp. exterior) cells in the left-hand side of (41).
Since the interior cells are polyhedral and convex, we can use Lemma 3.1 as follows

\[ T_{\text{int}} := \sum_{0 \leq n < N} \sum_{K \in \mathcal{T}^{\text{int}}} \Delta t \int_{t^n}^{t^{n+1}} |K| |\mathcal{V}_K^n| \left( \int_K u_e dx - \int_{[K_L]} u_e d\sigma \right)^2 \]

\[ \leq C \sum_{0 \leq n < N} \sum_{K \in \mathcal{T}^{\text{int}}} \Delta t \int_{t^n}^{t^{n+1}} |K| |\mathcal{V}_K^n| \frac{\text{diam}(K)}{|K|} \int_K |\nabla_x u_e|^2 dx \]

\[ \leq C \|v\|_{L^\infty} \sum_{0 \leq n < N} \sum_{K \in \mathcal{T}^{\text{int}}} \int_K |\nabla_x u_e|^2 dx dt \]

By using (15), and Proposition 4.4, we get

\[ T_{\text{int}} \leq \frac{C}{\alpha} \Delta x \int_0^T \int_\Omega |\nabla_x u_e|^2 dx dt \leq \frac{C}{\alpha} \Delta x \|\nabla_x u_e\|_{L^1(\Omega_T)} \|\nabla u_e\|_{L^\infty(\Omega_T)} \leq C \frac{\Delta x}{\epsilon} \|u\|_{L^\infty(\Omega_T)} \|u\|_{L^1(0,T;BV(\Omega))}. \]

We can now estimate as follows the contribution of the exterior cells without using Lemma 3.1 (since they may be curved and not convex)

\[ T_{\text{ext}} := \sum_{0 \leq n < N} \sum_{K \in \mathcal{T}^{\text{ext}}} \Delta t \int_{t^n}^{t^{n+1}} |K| |\mathcal{V}_K^n| \left( \int_K u_e dx - \int_{[K_L]} u_e d\sigma \right)^2 \]

\[ \leq C \|v\|_{L^\infty(\Omega_T)} \sum_{0 \leq n < N} \sum_{K \in \mathcal{T}^{\text{ext}}} \Delta t |K| \text{diam}(K)^2 \|\nabla_x u_e\|_{L^\infty(\Omega_T)}^2. \]

By using first (14) and then (15), we deduce

\[ T_{\text{ext}} \leq \frac{C}{\alpha} \Delta x \|\nabla_x u_e\|_{L^\infty(\Omega_T)} \sum_{0 \leq n < N} \sum_{K \in \mathcal{T}^{\text{ext}}} \Delta t |K| \text{diam}(K) \]

\[ \leq \frac{C}{\alpha} \Delta x \|\nabla_x u_e\|_{L^\infty(\Omega_T)} \sum_{0 \leq n < N} \sum_{K \in \mathcal{T}^{\text{ext}}} \Delta t |K| \]

\[ \leq \frac{CT \Delta x}{\alpha \Delta t} \|\nabla_x u_e\|_{L^\infty(\Omega_T)}^2 \left( \bigcup_{K \in \mathcal{T}^{\text{ext}}} K \right). \]

By definition of the exterior cells, we have \( \bigcup_{K \in \mathcal{T}^{\text{ext}}} K \subset \mathcal{O}_{\Delta x} \), and thus, with Proposition 4.4 we get

\[ T_{\text{ext}} \leq \frac{CT \Delta x}{\alpha \Delta t} \|u\|_{L^\infty(\Omega_T)}^2. \]

To prove the estimate (42), we simply use the Jensen inequality, the inequality (17) and finally Proposition 4.4 as follows

\[ \sum_{0 \leq n < N} |K| \left( \int_{K^n} \left( u_e(s, x) - u_e(t^{n+1}, x) \right) ds \right)^2 \]

\[ \leq \sum_{0 \leq n < N} \left( \int_{K} \left( u_e(t^{n+1}, x) - u_e(t^{n+1}, x) \right) dt \right)^2 \]

\[ \leq \Delta t \sum_{0 \leq n < N} \int_{K^n} |\partial_t u_e(t, x)|^2 dx dt \]

\[ \leq \Delta t \|\partial_t u_e\|_{L^\infty(\Omega_T)} \|\partial_t u_e\|_{L^1(\Omega_T)} \]

\[ \leq C \frac{\Delta t}{\epsilon} \|u\|_{L^\infty(\Omega_T)} \|u\|_{L^1(0,T;BV(\Omega))}. \]
7 BV regularity of solutions to transport problems

The aim of this final section is to prove the BV regularity of the exact solution of the linear transport problem (1), that is to prove Theorem 2.5.

The main reference concerning the existence of a solution with bounded total variation to a conservation law on a bounded domain is the very famous paper by Bardos, Leroux and Nédélec [BlRN79]. Their approach have recently been revisited in [CR15], making the case of nonhomogenous boundary conditions more rigorous. Those two papers deal with a framework that is far more general than the linear advection equation we consider here. However, the regularity assumption on the boundary data which is required in both cases is very strong (with our notation it would amount to require that, at least, \( u_b \in C^3([0,T] \times \Gamma) \)). Therefore, it cannot directly be applied to the case where \( u_b \) is a BV function as needed in our proof of the error estimate (we recall that we used this theorem with characteristic functions of finite perimeter sets as initial and boundary data).

For this reason, we present here a proof of the BV regularity of the solution of the linear transport equation assuming only that the initial and boundary data are themselves bounded and with bounded variation, that is (2) and (3). Actually, we will prove a slightly stronger result since the only assumptions we shall need for \( v \) are the following

\[
v \in L^\infty(\Omega^T), \quad \text{and} \quad L_v := \|\nabla_x v\|_{L^\infty(\Omega^T)} < +\infty.
\]

In particular we shall not assume that \( v \) is divergence free.

Remark 7.1. We would like to mention again that the previous result may fail if we only assume that \( u_b \) has only bounded variation on the inflow part \( \Gamma_1^T \) of the boundary and not on the whole boundary \( \Gamma^T \), see the counter-example given in Remark 2.7.

7.1 Sketch of proof

The proof is basically split into two parts. In the first part, we prove the result in the case where \( \Omega \) is a half-space and \( u_0, u_b \) are compactly supported. The strategy is very close in spirit than the one in [CH99] with a treatment of the boundary similar to [OV06] (but less technical since we use a cartesian grid). For this reason we may omit some straightforward computations and details. In the second part we recover the complete result by usual localisation arguments and change of variables that are detailed in Section 7.4.

From now on, and until we reach Section 7.4, we assume that \( \Omega = \{(x_1, \ldots, x_d) \in \mathbb{R}^d : x_d > 0\} \), so that \( \Gamma = \mathbb{R}^{d-1} \times \{0\} \) and we choose a final time \( T > 0 \). In order to prove the BV regularity of the exact solution in this setting, we shall prove a discrete BV bound for the approximate solution given by the upwind scheme (20) posed on a uniform cartesian grid of \( \Omega \). Using such a grid is crucial for it is well known that the uniform discrete BV bound does not hold on a general grid for such approximations (see the counter-example given by Desprès [Des04a]).

However, on a uniform cartesian grid, we shall obtain the uniform discrete BV estimate and the BV estimate for the exact solution will follow since the approximate solution given by the upwind scheme is known to converge in \( C^0([0,T], L^1(\Omega)) \) towards the exact solution of the transport problem (see [Boy11] for instance).

7.2 Notations

For a given \( N \geq 1 \), we set \( \Delta t = T/N \) and then we decide to choose

\[
\Delta x := 2d\|v\|_{\infty} \Delta t,
\]

so that the CFL condition will be automatically satisfied. Since we use a uniform cartesian grid, we can use adapted notation based on a multi-indices. We refer to Figure 7.

- The cells in \( T \) are given by

\[
K := (k_1 \Delta x, (k_1 + 1) \Delta x) \times \cdots \times (k_d \Delta x, (k_d + 1) \Delta x), \quad \text{with} \quad (k_1, \ldots, k_d) \in \mathbb{Z}^{d-1} \times \mathbb{N}.
\]
Figure 6: Notations for the cartesian mesh

- We identify each cell $K$ with the corresponding multi-index $(k_1,\ldots,k_d)$ in such a way that the neighboring cells of $K$ can be described by
  $$K + e_i, \quad i \in \{-d,\ldots,d\} \setminus \{0\},$$
  where $e_1,\ldots,e_d$ are the vectors of the canonical basis of $\mathbb{R}^d$, and $e_{-i} = -e_i$. Conventionally we set $e_0 = 0$, so that $K + e_i = K$ for $i = 0$.

- The interior and exterior meshes are given by
  $$\mathcal{T}^{\text{int}} = \{K = (k_1,\ldots,k_d), \text{ such that } k_d \geq 1\}, \quad \mathcal{T}^{\text{ext}} = \{K = (k_1,\ldots,k_d), \text{ such that } k_d = 0\},$$
  and the virtual cells needed to deal with the boundary data are simply defined, by extension, as follows
  $$\mathcal{T}^* := \{K = (k_1,\ldots,k_d), \text{ such that } k_d = -1\},$$
  Even if $v$ is not divergence free, we can use the same upwind scheme \cite{Boy11} to compute a convergent approximation of the transport problem (see \cite{Boy11}).

Using the particular geometry of the mesh, we can rewrite the scheme under the more compact form

$$u^{n+1}_K = u^n_K + \sum_{-d \leq i \leq d} a^n_{K,K+e_i}(u^n_{K+e_i} - u^n_K),$$

where the coefficient $a^n_{K,K+e_i}$ is defined as follows: $a^n_{K,K} = 0$ and for $i \in \{-d,\ldots,d\} \setminus \{0\}, n < N$, we set

$$a^n_{K,K+e_i} := \begin{cases}
-\frac{\Delta t}{\Delta x} V^n_{K,K+e_i} & \text{if } V^n_{K,K+e_i} < 0, \\
0 & \text{otherwise}.
\end{cases}$$

We recall that

$$V^n_{K,K+e_i} := \frac{1}{\Delta x^{d-1} \Delta t} \int_{n \Delta t}^{(n+1) \Delta t} \int_{K|K+e_i} v(t,x) \cdot n_{K,K+e_i} d\sigma(x) dt,$$

where $K|K+e_i$ is the common face to the cells $K$ and $K + e_i$, and $n_{K,K+e_i} = e_i$ is the normal vector to this face, oriented outward of $K$. We also set $V^n_{K,K} = 0$ and

$$u^n_K = u^n_{b,K|K+e_i} := \frac{1}{\Delta x^{d-1} \Delta t} \int_{n \Delta t}^{(n+1) \Delta t} \int_{L|K+e_i} u_b(t,x) d\sigma(x) dt, \quad \forall K \in \mathcal{T}^*, \forall n < N.$$
Observe that, the value of \( u^n_K = u^n_{b,K|K+e_d} \) with \( K \in \mathcal{T}^* \) only appears in the scheme if \( V_{K+e_d,K} < 0 \) (or equivalently if \( a_{K+e_d,K} > 0 \)). However, all the values of \( u^n_{b,K|K+e_d} \) will come up in the BV estimate, in particular in the terms introduced in Definition 7.2.

To simplify some computations, we shall define values of the approximate solution outside the extended mesh \( \mathcal{T} \cup \mathcal{T}^* \) as follows

\[
\begin{align*}
\Delta u^n_{K+e_d} := u^n_K, \quad &\forall K \in \mathcal{T}^*, \forall n < N. \tag{47}
\end{align*}
\]

This convention simply allows to deal, without particular care, with quantities like \( u^n_{K+e_j} - u^n_K \) for any \( j \in \{-d, \ldots, d\} \) and any \( K \in \mathcal{T} \cup \mathcal{T}^* \), even for \( K \in \mathcal{T}^* \) and \( j = -d \).

Our aim is to evaluate the total variation of the numerical solution at any time \( t^n \). To this end, we shall need special notations to deal with jumps of the solution or of its trace across faces.

**Definition 7.2.**

- For any \( n < N \) and any \( K \in \mathcal{T} \), we define

\[
\begin{align*}
Q^n_K := & \sum_{-d \leq j \leq d} |u^n_K - u^n_{K+e_j}|, \\
B^n_K := & 0.
\end{align*}
\]

- For any \( n < N \) and any \( K \in \mathcal{T}^* \), we define

\[
\begin{align*}
Q^n_K := & |u^n_K - u^n_{K+e_d}|, \\
B^n_K := & |u^n_{K+1} - u^n_K| + \sum_{-d < j < d} |u^n_K - u^n_{K+e_j}|.
\end{align*}
\]

- For any \( n < N \), we set

\[
\begin{align*}
Q^n := & \sum_{K \in \mathcal{T} \cup \mathcal{T}^*} Q^n_K, \\
B^n := & \sum_{K \in \mathcal{T} \cup \mathcal{T}^*} B^n_K = \sum_{K \in \mathcal{T}^*} B^n_K.
\end{align*}
\]

Observe that the indices \( j = \pm d \) do not enter the definition of \( B^n_K \).

**Remark 7.3.** The contribution of the virtual cells in \( Q^n \) can also be written

\[
\sum_{K \in \mathcal{T}^*} Q^n_K = \sum_{K \in \mathcal{T}^*} |u^n_K - u^n_{K+e_d}|.
\]

All the terms \( Q^n_K \) contain values produced by the numerical scheme and that need to be evaluated whereas all the terms in \( B^n_K \) contain only values of the boundary data that are given, and in particular we have the following bound.

**Lemma 7.4.** There exists a \( C > 0 \) independent of \( \Delta t \) and \( \Delta x \) such that

\[
\Delta x^{d-1} \sum_{n < N-1} B^n \leq C \ TV_{\mathcal{T}^*}(u_0).
\]

**Proof.** Let \( n < N - 1 \) and \( K \in \mathcal{T}^* \). By using Lemma 1.1 to the function \( u_0 \), as well as the definition \( (46) \), we get

\[
B^n_K \leq \frac{1}{\Delta x^{d-1}} \ TV_{(t^n,t^{n+1}]}(K|K+e_d)(u_0) + \frac{1}{\Delta x^{d-2} \Delta t} \sum_{-d < j < d} TV_{(t^n,t^{n+1}) \times ((K|K+e_d) \cup (K+e_j|K+e_j+e_d))}(u_0).
\]

The claim follows by summation of those inequality and thanks to (44). \( \square \)

**Remark 7.5.** We shall use at different point the fact that

\[
\sum_{-d \leq j \leq d} |u^n_K - u^n_{K+e_j}| \leq B^n_K + Q^n_K, \quad \forall n < N, \forall K \in \mathcal{T} \cup \mathcal{T}^*.
\]
Let us be more precise on the claim we are going to prove: we would like to find a bound on the total variation of $u_{\Delta x}(t^{N-1}, \cdot)$ and on the $L^1$ norm of the difference between the trace of the approximate solution and the discretisation of the boundary data at time $t^{N-1}$. We thus define, for any $n$,

$$V^n = TV_\Omega(u_{\Delta x}(t^n, \cdot)) + \|\gamma u_{\Delta x}(t^n, \cdot) - u_{b,\Delta x}(t^n, \cdot)\|_{L^1(\Gamma)},$$

and the goal is to bound $V^{N-1}$. A simple computation shows that the first term is the sum of contributions of the jumps of the function across interior faces

$$TV_\Omega(u_{\Delta x}(t^n, \cdot)) = \sum_{K \in \partial T_{int}} |K| |u^n_K - u^n_L|,$$

and that the second term is given by

$$\|\gamma u_{\Delta x}(t^n, \cdot) - u_{b,\Delta x}(t^n, \cdot)\|_{L^1(\Gamma)} = \sum_{K \in \partial \mathcal{T}^e} |K| |e_d| |u^n_K - u^n_K + e_d| = \sum_{K \in \partial \mathcal{T}^e} |K| |e_d| |u^n_K - u^n_{b,K+e_d}|.$$

It follows, by replacing sums over all the faces by sums over all the cells, that we have

$$V^n = \frac{\Delta x^{d-1}}{2} Q^n,$$

and thus we will now work on obtaining a bound on $Q^n$ for any $n$. The coefficient $2$ above comes from the fact that, in the definition of $Q^n$, each face is counted twice.

We shall need to estimate the initial value $V^0$ as follows.

**Lemma 7.6.** There exists a $C > 0$ such that

$$V^0 \leq TV_\Omega(u^0) + \|\gamma_1 u^0 - u_b(0, \cdot)\|_{L^1(\Gamma)} + C(TV_{\partial x}(u^0) + TV_{(0,\Delta t) \times \Gamma}(u_b)),$$

where $u_b(0, \cdot)$ is the usual notation for the trace $\gamma_{[0, \cdot] \times \Gamma} u_b$ as defined in the introduction.

**Proof.** The bound of the first term simply follows by summing the inequalities given by Lemma 1.1 applied to $f = u^0$, $R = h = \Delta x$ and to two neighboring cells $K$ and $K + e_j$.

Let us now study the second term in $TV_\Omega$.

- By using Lemma 1.1 and the definition of the trace, we have

$$\int_{\mathbb{R}^{d-1}} \left| \gamma_1 u^0(y) - \frac{1}{\Delta x} \int_0^{\Delta x} u^0(y, x_d) dx_d \right| \leq TV_{\partial x}(u^0).$$

- Then for any exterior face $\sigma = [k_1 \Delta x, (k_1 + 1) \Delta x] \times \cdots \times [k_{d-1} \Delta x, (k_{d-1} + 1) \Delta x]$ and the associated exterior cell $K = [k_1 \Delta x, (k_1 + 1) \Delta x] \times \cdots \times [k_{d-1} \Delta x, (k_{d-1} + 1) \Delta x] \times [0, \Delta x) \in \mathcal{T}^{ext}$, we have

$$\int_{\sigma} \left| \frac{1}{\Delta x} \int_0^{\Delta x} u^0(y, x_d) dx_d - \int_K u^0 dx \right| dy \leq TV_K(u^0).$$

By summation over the faces in $\partial \mathcal{T}^{ext}$ and by using (50)

$$\|\gamma_1 u^0 - \gamma_{\Delta x} u^0\|_{L^1(\Gamma)} \leq 2TV_{\partial x}(u^0).$$

- Similarly, we can deal with the trace at time $t = 0$ of $u_b$ and prove that

$$\|u_b(0, \cdot) - u_{b,\Delta x}(0, \cdot)\|_{L^1(\Gamma)} \leq 2TV_{(0,\Delta t) \times \Gamma}(u_b).$$

Actually, a careful analysis of all the above computations, show that

$$V^0 \xrightarrow{\Delta t \rightarrow 0} TV_\Omega(u^0) + \|\gamma_1 u^0 - u_b(0, \cdot)\|_{L^1(\Gamma)}.$$
7.3 Proof of the BV estimate in the cartesian setting

We can now move to the proof of our regularity result for a domain which is a half-space. More precisely, we shall prove the following result.

**Proposition 7.7.** There exists a \( C > 0 \) that does not depend on \( \Delta t, \Delta x \) such that

\[
V^{n+1} \leq (1 + C\Delta t)V^n + C\Delta x^{d-1}B^n, \quad \forall n \in \{0, \ldots, N - 2\}.
\]  

(52)

From this result we easily deduce our BV estimate.

**Theorem 7.8.** Assume that \( \Omega = \mathbb{R}^{d-1} \times (0, +\infty) \), that \( u^0 \) satisfies (2), \( u_b \) satisfies (3) and \( v \) satisfies (43).

Then, the unique solution \( u \) of the transport problem (1) satisfies

\[
\sup_{t \in [0, T]} TV(\Omega(u(t, \cdot))) \leq C\left(\|\gamma_{\Gamma}u^0 - u_b(0, \cdot)\|_{L^1(\Gamma)} + TV(\Omega(u^0)) + TV_{\Gamma}(u_b)\right),
\]

where \( C > 0 \) depends only on \( T \) and \( v \).

**Proof.** From (52) and the discrete Gronwall lemma we obtain

\[
\sup_{n < N} V^n \leq C \left( V^0 + \sum_{n < N-1} \Delta x^{d-1}B^n \right).
\]

Using the bounds on the data given by Lemmas 7.4 and 7.6 we obtain

\[
\sup_{n < N} V^n \leq C\left(\|\gamma_{\Gamma}u^0 - u_b(0, \cdot)\|_{L^1(\Gamma)} + TV(\Omega(u^0)) + TV_{\Gamma}(u_b)\right).
\]

By the definition (49) of \( V^n \), and since \( u_{\Delta x} \) is piecewise constant in time, we deduce that

\[
\sup_{t \in [0, T]} TV(\Omega(u_{\Delta x}(t, \cdot))) \leq C\left(\|\gamma_{\Gamma}u^0 - u_b(0, \cdot)\|_{L^1(\Gamma)} + TV(\Omega(u^0)) + TV_{\Gamma}(u_b)\right).
\]

We use now the convergence result given in [Boy11], which says that \( u_{\Delta x} \rightarrow u \) in \( C^0([0, T], L^1(\Omega)) \) to obtain the claim, by the semi-continuity property (5). Observe that the convergence result in [Boy11] is only given on a bounded domain and for the implicit scheme, but it can be adapted immediately to the explicit scheme under the CFL condition. Moreover, when dealing with compactly supported data the proposed analysis is valid on an unbounded domain. This proves the claim.

It remains to establish Proposition 7.7.

The first lemma below only depends on regularity property of the velocity field \( v \).

**Lemma 7.9.** For all \( K \in T \cup T^* \), we have

\[
|a_{K,K+e_i} - a_{K+e_j,K+e_j+e_i}| \leq L_v \Delta t, \quad \forall i, j \in \{-d, \ldots, d\}, \quad \forall i, j \in \{-d, \ldots, d\},
\]

(53)

and

\[
\left| \sum_{-d \leq i \leq d} a^n_{K,K+e_i} - \sum_{-d \leq i \leq d} a^n_{K-e_i,K} \right| \leq \|\text{div } v\|_{L^\infty(\Omega)} \Delta t \leq CL_v \Delta t.
\]

(54)

The proof is omitted since it simply uses the assumption on \( v \), the conservativity of the fluxes and the Stokes formula.

The main idea of the proof of Proposition 7.7 consists in using the definition of the scheme (43) to express the jump terms in \( Q^{n+1} \) by the same kind of terms at time \( t^n \). The main issue here is that the values \( u_{K}^{n+1} \) for \( K \in T^* \) do not satisfy the scheme since they are explicitly defined by the boundary data by (46).
We thus define, for \( n < N \) and \( K \in T \cup T^* \), the quantity
\[
R^n_K := \begin{cases} 0, & \text{if } K \in T, \\ u_K^{n+1} - u_K^n - \sum_{-d \leq j \leq d} a^n_{K,K+e_j}(u_K^{n+1} - u_K^n), & \text{if } K \in T^* \end{cases}
\]
in such a way that we have now the following equality for any \( n < N \) and any \( K \in T \cup T^* \)
\[
u_K^{n+1} = u_K^n + \sum_{-d \leq j \leq d} a^n_{K,K+e_j}(u_K^{n+1} - u_K^n) + R^n_K. \tag{55}
\]

Thanks to the choice \( \{14\} \) and to the definition of the coefficients \( a^n_{K,L} \), we immediately see that, under the CFL condition \( \{22\} \), we have the bound
\[
|R^n_K| \leq |B^n_K| + a_{K,K+e_d}|u_{K,K+e_d}^n - u_K^n|, \quad \forall K \in T^*, \forall n. \tag{56}
\]

We may now find a suitable expression of the jump between the values on two neighboring cells at time \( t^{n+1} \) as a function of similar quantities at time \( t^n \) as follows.

**Lemma 7.10.** For all \( K \in T \), \( n < N \) and \( -d \leq j \leq d \), we have
\[
u_K^{n+1} - u_{K+e_j}^n = (u_K^n - u_{K+e_j}^n) \left( 1 - \sum_{-d \leq i \leq d} a^n_{K,K+e_i} \right) + \sum_{-d \leq i \leq d} a^n_{K,K+e_i}(u_{K+e_i}^n - u_{K+e_i+e_j}^n)
\]
\[+ \sum_{-d \leq i \leq d} (a^n_{K,K+e_i} - a^n_{K+e_j,K+e_j+e_i})(u_{K+e_j+e_i}^n - u_{K+e_j}^n) + R^n_K - R_K^{n_d}.
\]

The detailed proof is omitted; it just consists in writing subtracting formula \( \{55\} \) for \( K \) from the one for \( K + e_j \) and reorganizing the terms.

We use now the CFL condition \( \{14\} \) and the definition of the coefficient \( a^n_{K,L} \) to get, in particular, that
\[
1 - \sum_{-d \leq i \leq d} a^n_{K,K+e_i} \geq 0, \quad \forall K \in T, \forall n < N,
\]
so that we can take the absolute values in the formula given by **Lemma 7.10** to get
\[
|u_K^{n+1} - u_{K+e_j}^n| \leq |u_K^n - u_{K+e_j}^n| \left( 1 - \sum_{-d \leq i \leq d} a^n_{K,K+e_i} \right) + \sum_{-d \leq i \leq d} a^n_{K,K+e_i}|u_{K+e_i}^n - u_{K+e_i+e_j}^n|
\]
\[+ \sum_{-d \leq i \leq d} |a^n_{K,K+e_i} - a^n_{K+e_j,K+e_j+e_i}||u_{K+e_j+e_i}^n - u_{K+e_j}^n| + |R^n_K| + |R_K^{n_d}|.
\]

The last two terms are estimated by \( \{56\} \), whereas the first term of the second line is controlled by \( \{18\} \) and \( \{55\} \). By summing this inequality over \( K \in T \) and \( j \in \{-d, \ldots, d\} \) on the one hand and over \( K \in T^\text{ext} \), with \( j = -d \) on the other hand (we use here Remark \( \{7,3\} \)), we obtain
\[
Q^{n+1} \leq \sum_{K \in T} \sum_{-d \leq j \leq d} \left( |u_K^n - u_{K+e_j}^n| \left( 1 - \sum_{-d \leq i \leq d} a^n_{K,K+e_i} \right) + \sum_{-d \leq i \leq d} a^n_{K,K+e_i}|u_{K+e_i}^n - u_{K+e_i+e_j}^n| \right)
\]
\[+ \sum_{K \in T^\text{ext}} \left( |u_K^n - u_{K+e_j}^n| \left( 1 - \sum_{-d \leq i \leq d} a^n_{K,K+e_i} \right) + \sum_{-d \leq i \leq d} a^n_{K,K+e_i}|u_{K+e_i}^n - u_{K+e_i+e_j}^n| \right)
\]
\[+ C \Delta x (Q^n + B^n) + \sum_{K \in T^*} a^n_{K,K+e_j}|u_{K+e_j}^n - u_K^n|. \tag{57}
\]

We have now to make a change of index \( K + e_i \rightarrow K \) in the terms of the form \( a^n_{K,K+e_i}|u_{K+e_i}^n - u_{K+e_i+e_j}^n| \) in the first two lines. It is needed of course to take care of the boundary terms. By straightforward algebraic manipulations we get the following lemmas.

36
Lemma 7.11 (Change of indices on the whole mesh).

\[
\sum_{K \in T} \sum_{-d \leq j \leq d} \sum_{-d \leq i \leq d} a^{n}_{K,K+e_i} |u^{n}_{K+e_i} - u^{n}_{K+e_i+e_j}| \leq \sum_{K \in T} \sum_{-d \leq j \leq d} \sum_{-d \leq i \leq d} a^{n}_{K-e_i,K} |u^{n}_{K} - u^{n}_{K+e_j}|
\]

\[
+ \sum_{K \in T_{ext}} a^{n}_{K,K-\delta d} |u^{n}_{K} - u^{n}_{K-\delta d}| - \sum_{K \in T_{ext}} a^{n}_{K-\delta d,K} |u^{n}_{K+\delta d} - u^{n}_{K}|
\]

\[+ C B^{n}.\]

Lemma 7.12 (Change of indices on the boundary terms).

\[
\sum_{K \in T_{ext}} \sum_{-d \leq j \leq d} \sum_{-d \leq i \leq d} a^{n}_{K,K+e_i} |u^{n}_{K+e_i} - u^{n}_{K+e_i+e_j}| = \sum_{K \in T_{ext}} \sum_{-d \leq i \leq d} a^{n}_{K-e_i,K} |u^{n}_{K} - u^{n}_{K+e_d}|
\]

\[+ \sum_{K \in T_{ext}} a^{n}_{K,K+e_d} |u^{n}_{K+e_d} - u^{n}_{K}| - \sum_{K \in T_{ext}} a^{n}_{K+e_d,K} |u^{n}_{K-e_d} - u^{n}_{K}| + \sum_{K \in T_{ext}} a^{n}_{K-\delta d,K} |u^{n}_{K} - u^{n}_{K-\delta d}|.\]

Using the previous two lemmas with (57) and using the property (54), we finally obtain

\[Q^{n+1} \leq (1 + C\Delta t)Q^{n} + C(1 + \Delta t)B^{n}\]

\[+ \sum_{K \in T} a^{n}_{K,K+e_d} |u^{n}_{K+e_d} - u^{n}_{K}| + \sum_{K \in T_{ext}} a^{n}_{K,K-\delta d} |u^{n}_{K} - u^{n}_{K-\delta d}| - \sum_{K \in T_{ext}} a^{n}_{K-\delta d,K} |u^{n}_{K+\delta d} - u^{n}_{K}| + \sum_{K \in T_{ext}} a^{n}_{K+\delta d,K} |u^{n}_{K-e_d} - u^{n}_{K}| + \sum_{K \in T_{ext}} a^{n}_{K-\delta d,K} |u^{n}_{K} - u^{n}_{K-\delta d}| + \sum_{K \in T_{ext}} a^{n}_{K,K} |u^{n}_{K} - u^{n}_{K}|.\]

With a simple change of indices, we observe that

\[
\sum_{K \in T} a^{n}_{K,K+e_d} |u^{n}_{K+e_d} - u^{n}_{K}| = \sum_{K \in T_{ext}} a^{n}_{K-\delta d,K} |u^{n}_{K} - u^{n}_{K-\delta d}|,\]

so that we can gather all the terms as follows

\[Q^{n+1} \leq (1 + C\Delta t)Q^{n} + C(1 + \Delta t)B^{n}\]

\[+ \sum_{K \in T_{ext}} (a^{n}_{K,K-\delta d} - a^{n}_{K+\delta d,K}) |u^{n}_{K} - u^{n}_{K-\delta d}| + \sum_{K \in T_{ext}} (a^{n}_{K,K+\delta d} - a^{n}_{K-\delta d,K}) |u^{n}_{K+\delta d} - u^{n}_{K}|,\]

and using once again (53) and (48), we obtain

\[Q^{n+1} \leq (1 + C\Delta t)Q^{n} + CB^{n} + C\Delta t(Q^{n} + B^{n}),\]

which implies the claimed estimate by multiplying the inequality by \(\Delta x^{d-1}\). The proposition is proved, and so is the BV regularity theorem in the half-space case.

7.4 Proof of Theorem 2.5

Let us denote by \(\tilde{\Omega}^{0} = \mathbb{R}^{d-1} \times \{0, +\infty\}\) the reference half-space we introduced in the previous section and by \(\Gamma^{0} = \mathbb{R}^{d-1} \times \{0\}\) its boundary.

- The first step of the proof consists in considering the case where \(\Omega\) has the following form

\[\Omega = \{x \in \mathbb{R}^{d}, \ x_d > S(x_1, \ldots, x_{d-1})\},\]

(58)

where \(S : \mathbb{R}^{d-1} \rightarrow \mathbb{R}\) is a \(C^{3}\) and compactly supported parametrization of the boundary \(\Gamma\).

We can then build a \(C^{2}\) diffeomorphism \(\Psi : \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}\) that maps \(\tilde{\Omega}^{0}\) onto \(\Omega\) and such that, for some \(\zeta_{\Omega} > 0\) we have

\[\Psi(\bar{x}, x_d) = (\bar{x}, S(\bar{x})) - x_d n(\bar{x}, S(\bar{x})), \ \forall \bar{x} \in \mathbb{R}^{d-1}, \forall x_d \in (0, \zeta_{\Omega}).\]
where \( n \) is the outward unit vector field of the domain \( \Omega \). With this change of variable we can set
\[
w(t, x) := u(t, \Psi(x)), \quad \forall t \in (0, T), \forall x \in \Omega^0,
\]
and prove that \( w \) solves a transport problem in \( \Omega^0 \) with initial data \( w^0(x) = u^0(\Psi(x)) \), boundary data \( w_b(t, x) = u_b(t, \Psi(x)) \) and the advection field \( v^0 \) defined by
\[
v^0(t, x) = [(\nabla \Psi)(x)]^{-1} v(t, \Psi(x)), \quad \forall t \in (0, T), \forall x \in \Omega^0.
\]
The regularity of \( \Psi \) shows that \( v^0 \) inherits the regularity properties of \( v \) (it is however not divergence free in general), and moreover the change of variable we used maps the inflow part of the boundary for \( v \) onto the inflow part of the boundary for \( v^0 \). Theorem 7.8 then gives an estimate of \( w \) in \( L^\infty(0, T, BV(\Omega^0)) \) depending on the total variations of \( w^0 \) and \( w_b \). Coming back to \( u \) by the change of variable gives the corresponding estimate on \( u \).

- Let us now prove the claim on a general bounded \( C^3 \) domain. We first introduce a finite covering of \( \Omega = \cup_{1 \leq i \leq I} \Omega \cap B(x_i, r) \) in such a way that for any \( i \in \{1, ..., I\} \) the set \( \Omega \cap B(x_i, 2r) \) is the intersection of \( \Omega \) with an half-space of the form \( \{x \mid \sum_{j=1}^n x_j < \tau \} \), up to some rotation. We also choose a \( \tau > 0 \) such that \( \tau \|v\|_{L^\infty(\Gamma_\tau)} \leq r \).

Since Problem (1) is linear, we can assume that \( u^0 \) (resp. \( u_b \)) is supported in \( \Omega \cap B(x_i, r) \) (resp. in \( \Gamma_\tau \cap ((0, T) \times B(x_i, r)) \)). A standard estimate shows that, thanks to the choice of \( \tau \), the corresponding solution is supported in \( \Omega \cap B(x_i, 2r) \) during the time interval \((0, \tau)\). Hence, we can apply the claim proven in the first step and deduce that the solution is BV during the time interval \((0, \tau)\) with the suitable estimate. Using a partition of unity we can then conclude that, for any data \( w^0 \) and \( u_b \), we have
\[
\sup_{t \in [0, \tau]} TV_\Omega(u(t, .)) \leq C(\|u^0\|_{BV(\Omega)} + \|u_b\|_{BV(\Gamma_\tau)}).
\]
Applying the same result on the time interval \([\tau, 2\tau]\), since \( \tau \) only depends on \( \Omega \) and \( v \) we get
\[
\sup_{t \in [\tau, 2\tau]} TV_\Omega(u(t, .)) \leq C(\|u(\tau, .)\|_{BV(\Omega)} + \|u_b\|_{BV(\Gamma_\tau)}),
\]
and combining the two estimates finally gives
\[
\sup_{t \in [0, 2\tau]} TV_\Omega(u(t, .)) \leq C^2(\|u^0\|_{BV(\Omega)} + \|u_b\|_{BV(\Gamma_\tau)}).
\]
By a simple induction, we prove that
\[
\sup_{t \in [0, T]} TV_\Omega(u(t, .)) \leq C^{T/\tau}(\|u^0\|_{BV(\Omega)} + \|u_b\|_{BV(\Gamma_\tau)}).
\]
Finally, we known that if \( u^0 \) and \( u_b \) are both equal to a given constant then the solution \( u \) is itself constant. Hence, by standard arguments the right-hand side in the last inequality can be replaced by \( \|\gamma_T u^0 - u_b(0, .)\|_{L^1} + TV_\Omega(u^0) + TV_{\Gamma_\tau}(u_b) \).
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